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1. Welcome

1. Welcome

Percona Monitoring and Management (PMM) is an open-source database monitoring, management, and observability solution
for MySQL, PostgreSQL, and MongoDB.

It allows you to observe the health of your database systems, explore new patterns in their behavior, troubleshoot them and

perform database management operations no matter where they are located on-prem or in the cloud.

* PMM collects thousands of out-of-the-box performance metrics from databases and their hosts.
* The PMM web Ul visualizes data in dashboards.

¢ Additional features include advisors for database health assessments.

This is the documentation for the latest release, PMM 2.41.0 (Release Notes).

Here’s how the home page looks on our free, live demo system.
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https://pmmdemo.percona.com/

1.1 Start here

PMM runs in the cloud, on-prem, or across hybrid platforms. It’s supported by our legendary expertise in open source
databases, and by a vibrant developer and user community.

A minimal PMM set-up comprises one server and a client agent on every system you want to monitor.

1.1 Start here

e An easy install script, which you download, make executable and run. The script installs Docker and runs PMM Server as a
container.

* The Quickstart install guide shows how to run PMM Server as a Docker container, and how to install PMM Client on
Ubuntu or Red Hat Linux hosts.

» Setting Up explains in detail how to set up PMM Server, clients, and how to add services.
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https://pmmdemo.percona.com/
https://pmmdemo.percona.com/
https://www.percona.com/services
https://www.percona.com/forums/questions-discussions/percona-monitoring-and-management
https://www.percona.com/software/pmm/quickstart

1.2 Read more

1.2.1 Links to popular sections
For System Administrators

* Setting up

* How to configure
* How to upgrade
¢ pmm-admin

e Architecture

For Users

* User interface
* Using Query Analytics
* Using Percona Alerting

e Dashboards reference

1.2 Read more

/" Full section map (click to show/hide)

Welcome

Network—|
Docker—

Virtual appliance—
AWS Marketplace—

Easy-install script

DBaaS—

Setting up
Server |——| Client

|

— MySQL

— MongoDB

— PostgreSQL

— ProxySQL

— Amazon RDS

— Microsoft Azure

— Google Cloud Platform
— Linux

— External Services

— HA Proxy

'— Remote Instances

Get started

I— User Interface

— Percona Alerting

— Backup and Restore
— Query Analytics

— Advisors

'— DBaaS

How to

Configure
Manage Users
Upgrade
Secure
Optimize

Annotate

Render dashboard
images

Extend metrics

Troubleshoot

tails

[ owe )

| User Interface

Architecture

components

Dashboards

pmm-admin

pmm-agent
API
VictoriaMetrics

Glossary

Last update: 2023-08-14
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https://www.percona.com/doc/percona-monitoring-and-management/2.x/setting-up/index.html
https://www.percona.com/doc/percona-monitoring-and-management/2.x/how-to/configure.html
https://www.percona.com/doc/percona-monitoring-and-management/2.x/how-to/upgrade.html
https://www.percona.com/doc/percona-monitoring-and-management/2.x/details/commands/pmm-admin.html
https://www.percona.com/doc/percona-monitoring-and-management/2.x/details/architecture.html
https://docs.percona.com/percona-monitoring-and-management/get-started/interface.html
https://docs.percona.com/percona-monitoring-and-management/get-started/query-analytics.html
https://docs.percona.com/percona-monitoring-and-management/get-started/alerting.html
https://www.percona.com/doc/percona-monitoring-and-management/2.x/details/dashboards/index.html

2. Setting up

2. Setting up

2.1 Setting up

There are three stages to installing and setting up PMM.

Summary

1. Set up a PMM Server.
2. Set up PMM Client(s).

3. Add services.

2.1.1 Set up PMM Server

Install and run at least one PMM Server.

Choose from:

Use Benefits Drawbacks
Docker 1. Quick. 1. Docker installation required.
2. Simple. 2. Additional network configuration required.
Podman 1. Quick. 1. Podman installation required.
2. Simple.
3. Rootless.
Helm 1. Quick. 1. Requires running Kubernetes cluster.
2. Simple.
3. Cloud.
Virtual 1. Easily import into Hypervisor of your 1. More system resources compared to Docker
appliance choice footprint.
Amazon AWS 1. Wizard-driven install. 1. Non-free solution (infrastructure costs).

2.1.2 Set up PMM Client

Install and run PMM Client on every node where there is a service you want to monitor.
The choices:

* With Docker;
* Natively, installed from:
e Linux package (installed with apt, apt-get, dnf, yum);

e Binary package (a downloaded .tar.gz file).

é Binary is only way to install PMM client without root permissions

2.1.3 Add services

On each PMM Client, you configure then add to PMM Server’s inventory the node or service you want to monitor.
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2.2 Server

How you do this depends on the type of service. You can monitor:

* MySQL (and variants: Percona Server for MySQL, Percona XtraDB Cluster, MariaDB);
* MongoDB;

* PostgreSQL;

* ProxySQL;

* Amazon RDS;

e Microsoft Azure;

* Google Cloud Platform (MySQL and PostgreSQL);

e Linux;

» External services;

* HAProxy;

* Remote instances.

Last update: 2023-03-15

2.2 Server

2.2.1 Set up PMM Server

1. Check system requirements.
Disk

Approximately 1 GB of storage per monitored database node with data retention set to one week. By default, retention
is 30 days.

é Tip

Disable table statistics to decrease the VictoriaMetrics database size.

Memory

A minimum of 2 GB per monitored database node. The increase in memory usage is not proportional to the number of
nodes. For example, data from 20 nodes should be easily handled with 16 GB.

Architecture

Your CPU must support the sse4.2 instruction set, a requirement of ClickHouse, a third-party column-oriented database
used by Query Analytics. If your CPU is lacking this instruction set you won’t be able to use Query Analytics.
Additionally, since PMM 2.38.0, your CPU and any virtualization layer in use must support x86-64-v2 or your container
may not start.

2. Configure your network.
3. Decide how you want to run PMM Server. Choose from:
* Docker;
* Podman;
¢ Helm;
* Virtual appliance;
* Amazon AWS;
» Use the easy install script.

4. Authenticating using API keys.
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https://wikipedia.org/wiki/SSE4#SSE4.2
https://wikipedia.org/wiki/SSE4#SSE4.2

2.2.2 Network

While adding clients to the PMM server, you use the admin user. However, if you change the password for the admin
user from the PMM UI, then the clients will not be able to access PMM. Also, due to multiple unsuccessful login
attempts Grafana will lock out the admin user. The solution is to use API key for authentication. You can use API keys as
a replacement for basic authentication.

Last update: 2023-08-16

2.2.2 Network
Ports
This is a list of ports used by the various components of PMM.
For PMM to work correctly, your system'’s firewall should allow TCP traffic on these ports (UDP is not needed).

Ports to expose:

PMM TCP port Direction Description

component

PMM Server 80 both HTTP server, used for gRPC over HTTP and web interface
(insecure, use with caution).

PMM Server 443 both HTTPS server, used for gRPC over HTTPS and web
interface (secure, use of SSL certificates is highly
encouraged).

Other ports:

PMM TCP port Direction Description

component

PMM Server 7771 both gRPC, used for communication between pmm-agent, pmm-

admin .

PMM Server 7772 out HTTP1 server, used for older links like logs.zip .

PMM Server 7773 out Debugging.

pmm-agent 7777 out Default pmm-agent listen port.

vm-agent 8428 both VictoriaMetrics port.

pmm-agent 42000 - 51999 in Default range for pmm-agent connected agents.

A Important

Depending on your architecture other ports may also need to be exposed. - For pmn-agent, the default listen port is 7777.

- The default port range for pmm-agent is large by default to accomodate any architecture size but it can be modified using the --ports-
min and --ports-max flags, or modifying the configuration file. In network constraint environments, the range can be reduced to a
minimum by allocating at least one port per agent monitored. Learn more about available settings for pmm-agent in Percona PMM-
Agent documentation.

Network configuration for locked-down environments

For computers in a locked-down corporate environment without direct access to the Internet, make sure to enable access to
Percona Platform services following the instructions in the Percona Platform documentation.

Last update: 2023-03-21
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https://docs.percona.com/percona-monitoring-and-management/details/commands/pmm-agent.html
https://docs.percona.com/percona-monitoring-and-management/details/commands/pmm-agent.html
https://docs.percona.com/percona-platform/network.html

2.2.3 Docker

2.2.3 Docker

How to run PMM Server with Docker based on our Docker image.

The tags used here are for the current release. Other tags are available.

/" See also

Easy-install script

Before you start

« Install Docker 1.12.6 or higher.

» For PMM 2.38.0 or greater, ensure your CPU (and any virtualization layer you may be using) supports x86-64-v2

Run

Summary

e Pull the Docker image.
* Copy it to create a persistent data container.
* Run the image.

* Open the PMM UI in a browser.

You can store data from your PMM in:

1. Docker volume (Preffered method)
2. Data container

3. Host directory

RUN DOCKER WITH VOLUME
1. Pull the image.
docker pull percona/pmm-server:2
2. Create a volume:
docker volume create pmm-data
3. Run the image:

docker run --detach --restart always \
--publish 443:443 \

-v pmm-data:/srv \

--name pmm-server \
percona/pmm-server:2

4. Change the password for the default adnin user.

e For PMM versions 2.27.0 and later:

- 12/516 - Percona LLC, © 2023


https://hub.docker.com/r/percona/pmm-server
https://hub.docker.com/r/percona/pmm-server/tags
https://docs.docker.com/get-docker/

2.2.3 Docker

docker exec -t pmm-server change-admin-password <new_password>

* For PMM versions prior to 2.27.0:

docker exec -t pmm-server bash -c "grafana-cli --homepath /usr/share/grafana --configOverrides cfg:default.paths.data=/srv/grafana admin reset-admin-password newpass®

5. Visit https://localhost:443 to see the PMM user interface in a web browser. (If you are accessing the docker host
remotely, replace localhost with the IP or server name of the host.)

RUN DOCKER WITH DATA CONTAINER

1. Create a persistent data container.

docker create --volume /srv \
--name pmm-data \
percona/pmm-server:2 /bin/true

A Important

PMM Server expects the data volume to be /srv. Using any other value will result in data loss when upgrading.

To check server and data container mount points:

docker inspect pmm-data | grep Destination && \
docker inspect pmm-server | grep Destination

2. Run the image.

docker run --detach --restart always \
--publish 443:443 \

--volumes-from pmm-data \

--name pmm-server \
percona/pmm-server:2

3. Change the password for the default admin user.

» For PMM versions 2.27.0 and later:
docker exec -t pmm-server change-admin-password <new_password>
e For PMM versions prior to 2.27.0:

docker exec -t pmm-server bash -c "grafana-cli --homepath /usr/share/grafana --configOverrides cfg:default.paths.data=/srv/grafana admin reset-admin-password newpass®

4. Visit https://localhost:443 to see the PMM user interface in a web browser. (If you are accessing the docker host
remotely, replace localhost with the IP or server name of the host.)

RUN DOCKER WITH THE HOST DIRECTORY

/" Availability

This feature is available starting with PMM 2.29.0.

1. Pull the image.
docker pull percona/pmm-server:2
2. Run the image.

export DATA_DIR=$HOME/srv

docker run -v $DATA DIR/srv:/srv -d --restart always --publish 80:80 --publish 443:443 --name pmm-server percona/pmm-server:2

DATA_DIR is a directory where you want to store the state for PMM.
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2.2.3 Docker

3. Visit https://localhost:443 to see the PMM user interface in a web browser. (If you are accessing the docker host
remotely, replace localhost with the IP or server name of the host.)

MIGRATE FROM DATA CONTAINER TO HOST DIRECTORY/VOLUME

To migrate your PMM from data container to host directory or volume run the following command:

docker cp <containerld>:/srv /target/host/directory

Backup

Summary

e Stop and rename the pmn-server container.

» Take a local copy of the pmm-data container’s /srv directory.

A Important

Grafana plugins have been moved to the data volume /srv since the 2.23.0 version. So if you are upgrading PMM from any version
before 2.23.0 and have installed additional plugins then plugins should be installed again after the upgrade.

To check used grafana plugins:

docker exec -it pmm-server Is /var/lib/grafana/plugins

1. Stop the container.
docker stop pmm-server

2. Move the image.
docker rename pmm-server pmm-server-backup

3. Create a subdirectory (e.g., pmm-data-backup ) and move to it.
mkdir pmm-data-backup && cd pmm-data-backup

4. Backup the data.

docker cp pmm-data:/srv .

Upgrade

* Stop the running container.
* Backup (rename) the container and copy data.
e Pull the latest Docker image.

* Run it.
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2.2.3 Docker

A Important

Downgrades are not possible. To go back to using a previous version you must have created a backup of it before upgrading.

é Tip

To see what release you are running, use the PMM Upgrade panel on the Home Dashboard, or run:

docker exec -it pmm-server \
curl -ku admin:admin https://localhost/vl/version

(If you are accessing the docker host remotely, replace localhost with the IP or server name of the host.)

1. Stop the container.
docker stop pmm-server

2. Perform a backup.

3. Pull the latest image.
docker pull percona/pmm-server:2

4. Rename the original container
docker rename pmm-server pmm-server-old

5. Run it.

docker run \

--detach \

--restart always \
—-publish 443:443 \
--volumes-from pmm-data \
--name pmm-server \
percona/pnm-server:2

Restore

e Stop and remove the container.
* Restore (rename) the backup container.
* Restore saved data to the data container.

* Restore permissions to the data.

A Important

You must have a backup to restore from.

1. Stop the container.
docker stop pmm-server
2. Remove it.

docker rm pmm-server
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3. Revert to the saved image.
docker rename pmm-server-backup pmm-server

4. Change directory to the backup directory (e.g. pmn-data-backup ).

5. Remove Victoria Metrics data folder.

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2 rm -r /srv/victoriametrics/data
6. Copy the data.

docker cp srv pmm-data:/
7. Restore permissions.

chown -R root:root /srv && \
chown -R pmm:pmm /srv/alertmanager && \

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2 chown -R root:pmm /srv/clickhouse && \

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2 chown -R grafana:grafana /srv/grafana && \

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2 chown -R pmm:zpmm /srv/logs && \

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2 chown -R postgres:postgres /srv/postgresl4 && \
docker run --rm --volumes-from pmm-data -it percona/pmm-server:2 chown -R pmm:pmm /srv/prometheus && \

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2 chown -R pmm:zpmm /srv/victoriametrics && \

docker run --rm --volumes-from pmm-data -it percona/pmm-server:2 chown -R postgres:postgres /srv/logs/postgresqll4.log

8. Start the image.

docker start pmm-server

Remove

2.2.3 Docker

Summary

* Stop the container.
¢ Remove (delete) both the server and data containers.

* Remove (delete) both images.

A\ caution

These steps delete the PMM Server Docker image and any accumulated PMM metrics data.

1. Stop pmm-server container.
docker stop pmm-server

2. Remove containers.
docker rm pmm-server pmm-data

3. Remove the image.

docker rmi $(docker images | grep “percona/pmm-server” | awk {"print $3"})

Environment variables

Use the following Docker container environment variables (with -e var=value ) to set PMM Server parameters.

-16/516 -
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2.2.3 Docker

Variable Description

DISABLE_UPDATES Disables a periodic check for new PMM versions as well as ability to apply upgrades using the Ul
DISABLE_TELEMETRY Disable built-in telemetry and disable STT if telemetry is disabled.

METRICS_RESOLUTION High metrics resolution in seconds.

METRICS_RESOLUTION_HR High metrics resolution (same as above).

METRICS_RESOLUTION_MR Medium metrics resolution in seconds.

METRICS_RESOLUTION_LR Low metrics resolution in seconds.

DATA_RETENTION The number of days to keep time-series data.

N.B. This must be set in a format supported by time.ParseDuration

and represent the complete number of days.

The supported units are ns, us (or ps), ms, s, m, and h.

The value must be a multiple of 24, e.g., for 90 days 2160h (90 * 24).

ENABLE_VM_CACHE Enable cache in VM.

DISABLE_ALERTING Disables built-in Percona Alerting, which is enabled by default.
ENABLE_AZUREDISCOVER Enable support for discovery of Azure databases.

DISABLE_BACKUP_MANAGEMENT Disables Backup Management, which is enabled by default.

ENABLE_DBAAS Enable DBaasS features.

PMM_DEBUG Enables a more verbose log level.

PMM_TRACE Enables a more verbose log level including trace-back information.
PMM_PUBLIC_ADDRESS External IP address or the DNS name on which PMM server is running.

The following variables are also supported but values passed are not verified by PMM. If any other variable is found, it will be
considered invalid and the server won't start.

Variable Description

_, HOME, HOSTNAME , LANG, PATH, PWD, SHLVL, TERM Default environment variables.

GF_* Grafana environment variables.

VM_* VictoriaMetrics’ environment variables.

SUPERVISOR_ supervisord environment variables.

KUBERNETES_ Kubernetes environment variables.

MONITORING_ Kubernetes monitoring environment variables.
PERCONA_TEST Unknown variable but won’t prevent the server starting.
PERCONA_TEST_DBAAS Deprecated. Use ENABLE_DBAAS .

Preview environment variables

A Warning

The PERCONA_TEST * environment variables are experimental and subject to change. It is recommended that you use these variables for
testing purposes only and not on production.

Variable Description

PERCONA_TEST_SAAS_HOST SaaS server hostname.
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2.2.4 Podman

Variable Description

PERCONA_TEST_PMM_CL ICKHOUSE_ADDR Name of the host and port of the external ClickHouse database instance.
PERCONA_TEST_PMM_CLICKHOUSE_DATABASE Database name of the external ClickHouse database instance.
PERCONA_TEST_PMM_CLICKHOUSE_POOL_SIZE The maximum number of threads in the current connection thread pool. This value

cannot be bigger than max thread pool size.

PERCONA_TEST_PMM_CLICKHOUSE_BLOCK_SIZE The number of rows to load from tables in one block for this connection.

Tips

* To Disable the Home Dashboard PMM Upgrade panel you can either add -e DISABLE_UPDATES=true to the docker run command
(for the life of the container) or navigate to PMM — PMM Settings — Advanced Settings and disable “Check for Updates”
(can be turned back on by any admin in the UI).

* Eliminate browser certificate warnings by configuring a trusted certificate.

* You can optionally enable an (insecure) HTTP connection by adding --publish 80:80 to the docker run command. However,
running PMM insecure is not recommended. You should also note that PMM Client requires TLS to communicate with the
server, only working on a secure port.

ISOLATED HOSTS

If the host where you will run PMM Server has no internet connection, you can download the Docker image on a separate
(internet-connected) host and securely copy it.

1. On an internet-connected host, download the Docker image and its checksum file.

wget https://downloads.percona.com/downloads/pmm2/2.41.0/docker/pmm-server-2.41.0.docker
wget https://downloads.percona.com/downloads/pmm2/2.41.0/docker/pmm-server-2.41.0.sha256sum

2. Copy both files to where you will run PMM Server.
3. Open a terminal on the PMM Server host.

4. (Optional) Check the Docker image file integrity.
shasum -ca 256 pmm-server-2.41.0.sha256sum

5. Load the image.
docker load -i pmm-server-2.41.0.docker

6. Run the container as if your image is already pulled using your desired method for a storage volume (you can step over
any docker pull commands as the image has been pre-staged).

Last update: 2023-12-07

2.2.4 Podman

How to run PMM Server with Podman on our Docker image

The tags used here are for the current release (PMM 2.33.0). Other tags are available.

/" See also

Docker
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2.2.4 Podman

Podman is an open-source project available on most Linux platforms and resides on GitHub. Podman is a daemonless
container engine for developing, managing, and running Open Container Initiative (OCI) containers and container images on
your Linux System.

Non-privileged users could run containers under the control of Podman.

It could be just aliased ( alias docker=podman ) with docker and work with the same way. All instructions from Docker section also
apply here.

Percona recommends running PMM as a non-privileged user and running it as part of the SystemD service provided.
SystemD service ensures that the service is running and maintains logs and other management features (start, stop, etc.).
Before you start

e Install Podman.

* Configure rootless Podman.

Run as non-privileged user to start PMM

/" Availability

This feature is available starting with PMM 2.29.0.

* Install.

* Configure.

* Enable and Start.

* Open the PMM UI in a browser.

1. Install.

Create ~/.config/systend/user/pnm-server.service file:

mkdir -p ~/.config/systemd/user/

cat << "EOF" > ~/.config/systemd/user/pmm-server.service
[Unit]

Description=pmm-server

Wants=network-online.target

After=network-online.target
After=nss-user-lookup.target nss-lookup.target
After=time-sync.target

[Service]
Type=simple

# set environment for this unit
Environment=PMM_PUBLIC_PORT=8443

Envi ronment=PMM_VOLUME_NAME=%N

Environment=PMM_TAG=2.33.0
Environment=PM\_IMAGE=docker . io/percona/pmm-server
Environment=PM\_ENV_FILE=%h/.config/pmm-server/pmm-server.env

# optional env file that could override previous env settings for this unit
EnvironmentFile=-%h/.config/pmm-server/env

ExecStart=/usr/bin/podman run --rm --replace=true --name=%N -p ${PMM_PUBLIC_PORT}:443/tcp --ulimit=host --volume=${PMM_VOLUME_NAME}:/srv --env-file=${PMM_ENV_FILE} --health-
cmd=none --health-interval=disable ${PMM_IMAGE}:${PMN_TAG}

ExecStop=/usr/bin/podman stop -t 10 %N

Restart=on-failure

RestartSec=20

[Install]

Alias=%N
WantedBy=default.target
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EOF
Create ~/.config/pmm-server/pmn-server.env file:

mkdir -p ~/.config/pmm-server/

cat << "EOF" > ~/.config/pmm-server/pmm-server.env

# env file passed to the container

# full list of environment variables:

# https://ww.percona.com/doc/percona-monitoring-and-management/2.x/setting-up/server/docker . html#environment-variables

# keep updates disabled
# do image replacement instead (update the tag and restart the service)
DISABLE_UPDATES=1

# Enable DBaaS feature
#ENABLE_DBAAS=1
EOF

2. Configure.

There are 2 configuration files: 1. ~/.config/pmn-server/pmm-server.env defines environment variables for PMM Server (PMM
parameters like DBaaS feature and etc) 2. ~/.config/pnm-server/env defines environment variables for SystemD service
(image tags, repo and etc)

SystemD service passes the environment parameters from the pmn-server.env file (in ~/.config/pmn-server/pmm-server.env ) to
PMM. For more information about container environment variables, check Docker Environment.

SystemD service uses some environment variables that could be customized if needed:

Environment=PMM_PUBLIC_PORT=8443

Envi ronment=PMM_VOLUME_NAME=%N
Environment=PMM_TAG=2.33.0

Envi ronment=PMM_IMAGE=docker . io/percona/pmm-server

You can override the environment variables by defining them in the file ~/.config/pnm-server/env . For example, to override
the path to a custom registry -~/.config/pmn-server/env :

mkdir -p ~/.config/pmm-server/

cat << "EOF" > ~/.config/pmm-server/env
PMM_TAG=2.31.0

PMM_IMAGE=docker . io/percona/pmm-server
PMM_PUBL IC_PORT=8443

EOF

A Important

Ensure that you modify PMM TAG in -~/.config/pmm-server/env and update it regularly as Percona cannot update it. It needs to be
done by you.

3. Enable and Start.

systemctl --user enable --now pmm-server

4. Visit https://localhost:8443 to see the PMM user interface in a web browser. (If you are accessing host remotely, replace
localhost with the IP or server name of the host.)

Backup

Summary

e Stop PMM server.
e Backup the data.
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A Important

plugins: podman exec -it pnm-server Is /var/lib/grafana/plugins

Grafana plugins have been moved to the data volume /srv since the 2.23.0 version. So if you are upgrading PMM from any version
before 2.23.0 and have installed additional plugins then plugins should be installed again after the upgrade. To check used grafana

1. Stop PMM server.

systemctl --user stop pmm-server

2. Backup the data.

podman volume export pmm-server --output pmm-server-backup.tar

A Important

is the default volume name).

If you changed the default name to PuM_VOLUME_NAVE environment variable, use that name after export instead of pmm-server (which

Upgrade

Summary

e Perform a backup.
* Update PMM tag.
* Pre-pull image.

* Run it.

A Important

You cannot downgrade. To go to a previous version, you must create a backup before upgrading.

é Tip

podman exec -it pmm-server \
curl -ku admin:admin https://localhost/vl/version

To see the current release running on your system, use the PMM Upgrade panel on the Home Dashboard, or run:

(If you are accessing the podman host remotely, replace localhost with the IP or server name of the host.)

1. Perform a backup.
2. Update PMM tag.

Edit ~/.config/pmn-server/env and create/update with a new tag from latest release:
sed -i "'s/PMM_TAG=.*/PMM_TAG=2.33.0/g" ~/.config/pmm-server/env
3. Pre-pull image for faster restart.

source ~/.config/pmm-server/env
podman pull ${PMM_IMAGE} : ${PNM_TAG}
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4. Run PMM.

systenctl --user restart pnm-server

Restore

* Stop PMM server.
¢ Run PMM on the previous image.
* Restore the volume.

e Start PMM Server.

A Important

You must have a backup to restore from. You need to perform restore only if you have issues with upgrade or with the data.

1. Stop PMM server.

systemctl --user stop pmm-server

2. Run PMM on the previous image.

Edit ~/.config/pmm-server/env file:

sed -i "s/PMM_TAG=.*/PMM_TAG=2.31.0/g™ ~/.config/pmm-server/env

A Important

X.Y.Z (2.31.0) is the version you used before upgrade and you made Backup with it

3. Restore the volume.
podman volume import pmm-server pmm-server-backup.tar
4. Start PMM Server.

systemctl --user start pmm-server

Remove

Summary

* Stop PMM server.
* Remove (delete) volume.

* Remove (delete) images.

A caution

These steps delete the PMM Server Docker image and the associated PMM metrics data.
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1. Stop PMM server.

systemctl --user stop pmm-server
2. Remove volume.

podman volume rm --force pmm-server
3. Remove the PMM images.

podman rmi $(podman images | grep “pmm-server" | awk {*print $3"})

Last update: 2022-12-14

2.2.5 Helm

Helm is the package manager for Kubernetes. Percona Helm charts can be found in percona/percona-helm-charts repository
on Github.
Before you start

« Install Helm following its official installation instructions.

e Kubernetes cluster that Helm supports

Helm v3 is needed to run the following steps.

Refer to Kubernetes Supported versions and Helm Version Support Policy to find the supported versions.

PMM should be platform-agnostic, but it requires escalated privileges inside a container. It is necessary to have a root user
inside the PMM container. Thus, PMM would not work for Kubernetes Platforms such as OpenShift or others that have
hardened Security Context Constraints, for example:

» Security context constraints (SCCs)

* Managing security context constraints
Kubernetes platforms offer a different set of capabilities. To use PMM in production, you would need backups and, thus
storage driver that supports snapshots. Consult your provider for Kubernetes and Cloud storage capabilities.
Locality and Availability
You should not run the PMM monitoring server along with the monitored database clusters and services on the same system.

Please ensure proper locality either by physically separating workloads in Kubernetes clusters or running separate
Kubernetes clusters for the databases and monitoring workloads.

You can physically separate workloads by properly configuring Kubernetes nodes, affinity rules, label selections, etc.
Also, ensure that the Kubernetes cluster has high availability so that in case of a node failure, the monitoring service will be

running and capturing the required data.

Use Helm to install PMM server on Kubernetes clusters

/" Availability

This feature is available starting with PMM 2.29.0.
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e Setup PMM admin password
* Install

» Configuration parameters

* PMM environment variables
* PMM SSL certificates

* Backup

* Upgrade

* Restore

e Uninstall

SETUP PMM ADMIN PASSWORD

Create Kubernetes secret with PMM admin password:

cat <<EOF | kubectl create -f -
apiVersion: vl
kind: Secret
metadata:

name: pmm-secret

labels:

app.kubernetes. io/name: pmm

type: Opaque
data:
# base64 encoded password
# encode some password: “echo -n "admin” | base64™

PMM_ADMIN_PASSWORD: YWRtaW4=
EOF

To get admin password execute:
kubectl get secret pmm-secret -o jsonpath="{.data.PM\_ADMIN_PASSWORD}" | base64 --decode

INSTALL

To install the chart with the release name pmn :

helm repo add percona https://percona.github.io/percona-helm-charts/
helm install pmm \

--set secret.create=false \

--set secret.name=pmm-secret \

percona/pmm

The command deploys PMM on the Kubernetes cluster in the default configuration and specified secret. The Parameters
section lists the parameters that can be configured during installation.

é Tip

List all releases using heln list.

PARAMETERS

The list of Parameters is subject to change from release to release. Check the Parameters section of the PMM Helm Chart.

é Tip

You can list the default parameters values.yaml or get them from chart definition: helm show values percona/pmn
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Specify each parameter using the --set key=value[,key=value] Or --set-string key=value[,key=value] arguments to helm install . For

example,

helm install pmm \

--set secret.create=false --set secret.name=pmm-secret \

--set-string pmmEnv.ENABLE_DBAAS="1" \

--set service.type="NodePort" \

--set storage.storageClassName="linode-block-storage-retain" \
percona/pmm

The above command installs PMM with the enabled PMM DBaaS feature. Additionally, it sets the Service network type to
NodePort and storage class to linode-block-storage-retain for persistence storage on LKE.

A Important

Once this chart is deployed, it is impossible to change the application’s access credentials, such as password, using Helm. To change
these application credentials after deployment, delete any persistent volumes (PVs) used by the chart and re-deploy it, or use the
application’s built-in administrative tools (if available)

Alternatively, a YAML file that specifies the values for the above parameters can be provided while installing the chart. For

example:

helm show values percona/pmm > values.yaml

#change needed parameters in values.yaml, you need “yq~ tool pre-installed
yq -i e ".secret.create |= false® values.yaml

helm install pmm -f values.yaml percona/pmm
PMM ENVIRONMENT VARIABLES
In case you want to add extra environment variables (useful for advanced operations like custom init scripts), you can use the

pmmEnv property.

pmmEnV:
DISABLE_UPDATES: "1"
ENABLE_DBAAS: 1"

PMM SSL CERTIFICATES

PMM ships with self signed SSL certificates to provide secure connection between client and server (check here).

You will see the warning when connecting to PMM. To further increase security, you should provide your certificates and add
values of credentials to the fields of the cert section:

certs:
name: pmm-certs
files:
certificate.crt: <content>
certificate.key: <content>
ca-certs.pem: <content>
dhparam.pem: <content>

Another approach to set up TLS certificates is to use the Ingress controller, see TLS. PMM helm chart supports Ingress. See
PMM network configuration.

Backup

PMM helm chart uses PersistentVolume and PersistentVolumeClaim to allocate storage in the Kubernetes cluster.

Volumes could be pre-provisioned and dynamic. PMM chart supports both and exposes it through PMM storage
configuration.

Backups for the PMM server currently support only storage layer backups and thus require StorageClass and
VolumeSnapshotClass.

Validate the correct configuration by using these commands:
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kubectl get sc
kubectl get volumesnapshotclass

/" Storage

Storage configuration is Hardware and Cloud specific. There could be additional costs associated with Volume Snapshots. Check the
documentation for your Cloud or for your Kubernetes cluster.

Before taking a VolumeSnapshot, stop the PMM server. In this step, we will stop PMM (scale to 0 pods), take a snapshot, wait
until the snapshot completes, then start PMM server (scale to 1 pod):

kubectl scale statefulset pmm --replicas=0
kubectl wait --for=jsonpath="{.status.replicas}"=0 statefulset pmm

cat <<EOF | kubectl create -f -
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: before-v2.34.0-upgrade
labels:
app-kubernetes.io/name: pmm
spec:
volumeSnapshotClassName: csi-hostpath-snapclass
source:
persistentVolumeClaimName: pmm-storage-pmm-0
EOF

kubectl wait --for=jsonpath="{.status.readyToUse}"=true VolumeSnapshot/before-v2.34.0-upgrade
kubectl scale statefulset pmm --replicas=1

Output:

statefulset.apps/pmm scaled

statefulset.apps/pmm condition met

volumesnapshot.snapshot.storage.k8s. io/before-v2.34_0-upgrade created
volumesnapshot.snapshot.storage.k8s. io/before-v2.34.0-upgrade condition met
statefulset.apps/pmm scaled

/" PMM scale

Only one replica set is currently supported.

You can view available snapshots by executing the following command:
kubectl get volumesnapshot
UPGRADES

Percona will release a new chart updating its containers if a new version of the main container is available, there are any
significant changes, or critical vulnerabilities exist.

By default Ul update feature is disabled and should not be enabled. Do not modify that parameter or add it while modifying
the custom values.yaml file:

pmmEnv:
DISABLE_UPDATES: "1"

Before updating the helm chart, it is recommended to pre-pull the image on the node where PMM is running, as the PMM
images could be large and could take time to download.

Update PMM as follows:

helm repo update percona
helm upgrade pmm -f values.yaml percona/pmm

This will check updates in the repo and upgrade deployment if the updates are available.
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Restore

The version of the PMM server should be greater than or equal to the version in a snapshot. To restore from the snapshot,
delete the old deployment first:

helm uninstall pmm

And then use snapshot configuration to start the PMM server again with the correct version and correct storage
configuration:

helm install pmm \

--set image.tag="2.34.0" \

--set storage.name="pmm-storage-old" \

--set storage.dataSource.name="before-v2.34.0-upgrade™ \
--set storage.dataSource.kind="VolumeSnapshot" \

--set storage.dataSource.apiGroup="snapshot.storage.k8s.io" \
--set secret.create=false \

--set secret.name=pmm-secret \

percona/pmm

Here, we created a new pnm-storage-old PVC with data from the snapshot. So, there are a couple of PV and PVCs available in a
cluster.

$ kubectl get pvc

NAME STATUS  VOLUME CAPACITY ~ ACCESS MODES  STORAGECLASS AGE
pmm-storage-old-pmm-0  Bound pvc-70e5d2eb-570f-4087-9515-edf2f051666d  10Gi RWO csi-hostpath-sc  3s
pmm-storage-pmm-0 Bound pvc-9dbd9160-e4c5-47a7-bd90-bff36fc1463e  10Gi RWO csi-hostpath-sc  89m

$ kubectl get pv

NAME CAPACITY  ACCESS MODES  RECLAIM POLICY  STATUS  CLAIM STORAGECLASS REASON  AGE
pvc-70e5d2eb-570f-4087-9515-edf2f051666d  10Gi RWO Delete Bound default/pmm-storage-old-pmm-0  csi-hostpath-sc 4m50s
pvc-9dbd9160-e4c5-47a7-bd90-bff36fc1463e  10Gi RWO Delete Bound default/pmm-storage-pmm-0 csi-hostpath-sc 93m

Delete unneeded PVC when you are sure you don’t need them.
UNINSTALL
To uninstall pmm deployment:
helm uninstall pmn
This command takes a release name and uninstalls the release.
It removes all resources associated with the last release of the chart as well as the release history.
Helm will not delete PVC, PV, and any snapshots. Those need to be deleted manually.

Also, delete PMM secret if no longer required:

kubectl delete secret pmm-secret

Last update: 2023-02-23

2.2.6 Virtual Appliance

How to run PMM Server as a virtual machine.
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e Download and verify the latest OVF file.
e Import it.

* Reconfigure network.

 Start the VM and get IP.

* Log into PMM UI

* (Optional) Change VM root password.

* (Optional) Set up SSH.

* (Optional) Set up static IP.

Most steps can be done with either a user interface or on the command line, but some steps can only be done in one or the

other. Sections are labelled UI for user interface or CLI for command line instructions.

Terminology

* Host is the desktop or server machine running the hypervisor.

* Hypervisor is software (e.g. VirtualBox, VMware) that runs the guest OS as a virtual machine.

¢ Guest is the CentOS virtual machine that runs PMM Server.

OVA file details

Item
Download page
File name

VM name

VM specifications

Component
oS

CPU

Base memory
Disks

Disk 1 (sda)

Disk 2 (sdb)

Users

Default Username
root

admin

Download

Ul

Value

https://www.percona.com/downloads/pmm?2/2.41.0/ova

pmm-server-2.41.0.ova

PMM2-Server-2023-12-12-N (N =build number)

Value

CentOS 7.9 (64-bit)

1

4096 MB

LVM, 2 physical volumes
VMDK (SCSI, 40 GB)

VMDK (SCSI, 400 GB)

Default password
percona

admin

1. Open a web browser.
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2. Visit the PMM Server download page.

3. Choose a Version or use the default (the latest).

4. Click the link for pmm-server-2.41.0.ova to download it. Note where your browser saves it.

5. Right-click the link for pmm-server-2.41.0.sha256sun and save it in the same place as the .ova file.

6. (Optional) Verify.

CLI

Download the latest PMM Server OVA and checksum files.

wget https://www.percona.com/downloads/pmm2/2.41.0/ova/pmm-server-2.41.0.ova
wget https://www.percona.com/downloads/pmm2/2.41.0/ova/pmm-server-2.41.0.sha256sum

Verify

CLI

Verify the checksum of the downloaded .ova file.

shasum -ca 256 pmm-server-2.41.0.sha256sum

VMware
IMPORT
ul
1. Select File = Import.
2. Click Choose file....
3. Navigate to the downloaded .ova file and select it.
4. Click Open.
5. Click Continue.
6. In the Save as dialog:

a. (Optional) Change the directory or file name.
b. Click Save.

7. Choose one of:

* (Optional) Click Finish. This starts the virtual machine.

2.2.6 Virtual Appliance

* (Recommended) Click Customize Settings. This opens the VM’s settings page without starting the machine.

CLI

1. Install ovftool . (You need to register.)

2. Import and convert the OVA file. (ovftool can’t change CPU or memory settings during import, but it can set the default

interface.)

Choose one of:
* Download and import the OVA file.

ovftool --name="PMM Server" --net:NAT=Wi-Fi \

https://www.percona.com/downloads/pmm2/2.41.0/ova/pmm-server-2.41.0.ova \

pmm-server-2.41.0.vmx
* Import an already-downloaded OVA file.

ovftool --name="PMM Server" --net:NAT=WiFi \
pmm-server-2.41.0.ova \
pmm-server.vmx
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RECONFIGURE INTERFACE

When using the command line, the interface is remapped during import.

Ul

A U W N e

. If started, shut down the virtual machine.

. In the VMware main window, select the imported virtual machine.
. Click Virtual Machine — Settings....

. Click Network Adapter.

. In the Bridged Networking section, select Autodetect.

. Close the settings window.

START GUEST AND GET IP ADDRESS

Ul

CLIUI

. In the VMware main window, select the imported virtual machine.
. Click the play button or select Virtual Machine — Start Up.

. When the instance has been booted, note the IP address in the guest console.

. Start the virtual machine in GUI mode. (There’s no way to redirect a VMware VM’s console to the host.)

vimrun -gu root -gp percona start \
pmm-server.vimx gui

. When the instance has been booted, note the IP address in the guest console.

. (Optional) Stop and restart the instance in headless mode.

virun stop pmm-server.vmx
vmrun -gu root -gp percona start \
pmm-server.vimx nogui

VirtualBox

IMPORT

Ul

CLI

A U s W N

. Select File —» Import appliance....

. In the File field, type the path to the downloaded .ova file, or click the folder icon to navigate and open it.
. Click Continue.

. On the Appliance settings page, review the settings and click Import.

. Click Start.

. When the guest has booted, note the IP address in the guest console.

. Open a terminal and change the directory to where the downloaded .ova file is.

. (Optional) Do a ‘dry run’ import to see what values will be used.

VBoxManage import pmm-server-2.41.0.ova --dry-run
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3. Import the image. Choose one of:
* With the default settings.
VBoxManage import pmn-server-2.41.0.ova
» With custom settings (in this example, Name: “PMM Server”, CPUs: 2, RAM: 8192 MB).

VBoxManage import --vsys 0 --vmname “PMM Server™ \
--cpus 2 --memory 8192 pmm-server-2.41.0.ova

INTERFACE

ul

. Click Settings.

. Click Network.

. In the Adapter 1 field, click Attached to and change to Bridged Adapter.

. In the Name field, select your host’s active network interface (e.g. en0: Wi-Fi (Wireless) ).

. Click OK.

g s W N e

CLI

1. Show the list of available bridge interfaces.
VBoxManage list bridgedifs

2. Find the name of the active interface you want to bridge to (one with Status: Up and a valid IP address). Example:
en0: Wi-Fi (Wireless)

3. Bridge the virtual machine’s first interface (nic1) to the host’s en0 ethernet adapter.

VBoxManage modifyvm *PMM Server® \
--nicl bridged --bridgeadapterl “en0: Wi-Fi (Wireless)”

4. Redirect the console output into a host file.

VBoxManage modifyvm *PMM Server® \
--uartl Ox3F8 4 --uartmodel file /tmp/pmm-server-console.log

GETIP

ul

1. Select the PMM Server virtual machine in the list.
2. Click Start.

3. When the guest has booted, note the IP address in the guest console.

CLI

1. Start the guest.
VBoxManage startvm --type headless "PMM Server®
2. (Optional) Watch the log file.

tail -f /tmp/pmm-server-console.log

3. Wait for one minute for the server to boot up.
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4. Choose one of:
* Read the IP address from the tailed log file.
» Extract the IP address from the log file.

grep -e "~IP:" /tmp/pmm-server-console.log | cut -f2 -d*

5. (Optional) Stop the guest:

VBoxManage controlvm “PMM Server™ poweroff

Log into user interface

Ul

1. Open a web browser and visit the guest IP address.
2. The PMM login screen appears.

3. Enter the default username and password in the relevant fields and click Log in.

* username: admin

e password: admin

4. (Recommended) Follow the prompts to change the default password.

2.2.6 Virtual Appliance

You also can change the default password through SSH by using the change-adnin-password command.

1. The PMM Home Dashboard appears.

(Optional) Change root password

ul
1. Start the virtual machine in GUI mode.
2. Log in with the default superuser credentials:

e Username: root

e Password: percona

3. Follow the prompts to change the password.

(Optional) Set up SSH

uiicLl
1. Create a key pair for the adnin user.

ssh-keygen -f admin

2. Log into the PMM user interface.
3. Select PMM — PMM Settings - SSH Key.
4. Copy and paste the contents of the admin.pub file into the SSH Key field.

5. Click Apply SSH Key. (This copies the public key to /home/admin/.ssh/authorized_keys in the guest).

6. Log in via SSH (N.N.N.N is the guest IP address).

ssh -i admin admin@N.N.N.N
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(Optional) Set up static IP

When the guest OS starts, it will get an IP address from the hypervisor’s DHCP server. This IP can change each time the
guest OS is restarted. Setting a static IP for the guest OS avoids having to check the IP address whenever the guest is
restarted.

CLI
1. Start the virtual machine in non-headless (GUI) mode.
2. Log in as root.
3. Edit /etc/sysconfig/network-scripts/ifcfg-eth0
4. Change the value of B00TPROTO :
BOOTPROTO=none
5. Add these values:
IPADDR=192.168.1.123 # replace with the desired static IP address
NETMASK=255.255.255.0 # replace with the netmask for your IP address
GATEWAY=192.168.1.1 # replace with the network gateway for your IP address
PEERDNS=no
DNS1=192.168.1.53 # replace with your DNS server IP
6. Restart the interface.
ifdown eth0 && ifup eth0
7. Check the IP.
ip addr show ethO
8. Preserve the network configuration across reboots.
echo "network: {config: disabled}" > /etc/cloud/cloud.cfg.d/99-disable-network-config.cfg
Remove
Ul

1. Stop the virtual machine: select Close — Power Off.

2. Remove the virtual machine: select Remove — Delete all files.

Last update: 2023-02-23

2.2.7 AWS Marketplace
You can run an instance of PMM Server hosted at AWS Marketplace.

Assuming that you have an AWS (Amazon Web Services) account, locate Percona Monitoring and Management Server in AWS
Marketplace or use this link.

Percona Monitoring and Management Server Continue 1o Scbscribe
S r- Percena gl .1 Save to List
@ pmm-server-2.10.1
Trpkcal Totel Prce

PERCONA Lirng/Unix ARRERE ) AWS review dionat

View Dwtalsy
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2.2.7 AWS Marketplace

Selecting a region and instance type in the Pricing Information section will give you an estimate of the costs involved. This is
only an indication of costs. You will choose regions and instance types in later steps.

Percona Monitoring and Management Server is provided at no cost, but you may need to pay for infrastructure costs.

Disk space consumed by PMM Server depends on the number of hosts being monitored. Although each environment will be unique,
you can consider the data consumption figures for the PMM Demo web site which consumes approximately 230 MB per host per day,
or approximately 6.9 GB per host at the default 30 day retention period.

For more information, see our blog post How much disk space should I allocate for Percona Monitoring and Management?.

1. Click Continue to Subscribe.
2. Subscribe to this software: Check the terms and conditions and click Continue to Configuration.
3. Configure this software:
a. Select a value for Software Version. (The latest is 2.41.0.)
b. Select a region. (You can change this in the next step.)
c. Click Continue to Launch.
4. Launch this software:

a. Choose Action: Select a launch option. Launch from Website is a quick way to make your instance ready. For
more control, choose Launch through EC2.

o

. EC2 Instance Type: Select an instance type.

(@]

. VPC Settings: Choose or create a VPC (virtual private cloud).

o,

. Subnet Settings: Choose or create a subnet.

e. Security Group Settings: Choose a security group or click *Create New Based On Seller Settings

=

. Key Pair Settings: Choose or create a key pair.

g. Click Launch.

Limiting Access to the instance: security group and a key pair

In the Security Group section, which acts like a firewall, you may use the preselected option Create new based on seller settings to
create a security group with recommended settings. In the Key Pair select an already set up EC2 key pair to limit access to
your instance.

w Key Pair

o

To ensure that no other person has access to your software, the software
installs on an EC2 instance with an EC2 key pair that you created. Choose an

existing EC2Z key pair in the list

pmm_user v
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A Important

The security group should allow communication via the the following ports: 22, 80, and 443. PMM should also be able to access port
3306 on the RDS that uses the instance.

Applying settings

Scroll up to the top of the page to view your settings. Then, click the Launch with 1 click button to continue and adjust your
settings in the EC2 console.

Your instance settings are summarized in a special area. Click the Launch with 1 click button to continue.
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w Key Pair

To ensure that no other person has access to your software, the software
installs on an EC2 instance with an EC2 key pair that you created. Choose an
existing EC2 key pair in the list.

pmm_user -

The Launch with 1 click button may alternatively be titled as Accept Software Terms & Launch with 1-Click.

Adjusting instance settings in the EC2 Console

Your clicking the Launch with 1 click button, deploys your instance. To continue setting up your instance, run the EC2
console. It is available as a link at the top of the page that opens after you click the Launch with 1 click button.

Your instance appears in the EC2 console in a table that lists all instances available to you. When a new instance is only
created, it has no name. Make sure that you give it a name to distinguish it from other instances managed via the EC2
console.

Launch Instance Connect Actions v

Q) search . pmm-doc

(3] Name * Instance 1D « Instance Type -~ Avallability Zone ~ Instance State -  Status Checks -

8 pmmdoc 1-00818c28087008coc M4 large us-east-1f ¢ running & 22 checks

Running the instance

After you add your new instance ,it will take some time to initialize it. When the AWS console reports that the instance is now
in a running state, you may continue with configuration of PMM Server.

When started the next time after rebooting, your instance may acquire another IP address. You may choose to set up an elastic IP to
avoid this problem.

With your instance selected, open its IP address in a web browser. The IP address appears in the IPv4 Public IP column or as
value of the Public IP field at the top of the Properties panel.
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Instance | LO71eS%eleb ) Tacate! (prowndos) Peblic I 34220531100

Descripton Satin Crmcha Mrecryg Togn I Jwage Wt uctons

Vi e Mt [ T ninr P DA GG

To run the instance, copy and paste its public IP address into the location bar of your browser. In the Percona Monitoring and
Management welcome page that opens, enter the instance ID.

You can copy the instance ID from the Properties panel of your instance, select the Description tab back in the EC2 console.
Click the Copy button next to the Instance ID field. This button appears as soon as you hover the cursor of your mouse over
the ID.

Hover the cursor over the instance ID for the Copy button to appear.

nstance: | Lo7feSeteblTacadc! (pendoc]  Public IP: 34.229.131 138

Descrpton Staton Oowchs Worecrng Tag Unige atrcions

Paste the instance in the Instance ID field of the Percona Monitoring and Management welcome page and click Submit.

PMM Server provides user access control, and therefore you will need user credentials to access it:
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Percona Monitoring and
Management

Email or username

Password

Forgot your password?

Sign in with Percona Account

¢ Default user name: adnin

* Default password: adnin

You will be prompted to change the default password every time you log in.
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The PMM Server is now ready and the home page opens.

You are creating a username and password that will be used for two purposes:

1. authentication as a user to PMM - the credentials to log in to PMM.

2. authentication between PMM Server and PMM Clients - you will re-use these credentials on another host when
configuring PMM Client for the first time on a server, for example (DO NOT RUN ON THIS PMM SERVER YOU JUST
CREATED):

pmm-admin config --server-insecure-tls --server-url=https://admin:admin@<IP Address>:443

For instructions about how to access your instances by using an SSH client, see Connecting to Your Linux Instance Using SSH
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Make sure to replace the user name ec2-user used in this document with admin .

Resizing the EBS Volume

Your AWS instance comes with a predefined size which can become a limitation. To make more disk space available to your
instance, you need to increase the size of the EBS volume as needed and then your instance will reconfigure itself to use the
new size.

The procedure of resizing EBS volumes is described in the Amazon documentation: Modifying the Size, IOPS, or Type of an
EBS Volume on Linux.

After the EBS volume is updated, PMM Server instance will auto-detect changes in approximately 5 minutes or less and will

reconfigure itself for the updated conditions.

Upgrading PMM Server on AWS

CHANGE PUBLIC IP ADDRESS

To assign a public IP address for an Amazon EC2 instance, follow these steps:

1. Allocate Elastic IP address

Allocate Elastic IP address

Elastic IP address settings e

Network Border Group Info

Q us-east X

Public iPv4 address pool

© Amazon's pool of IPva addresses

Global static I addresses »
« Learn '"‘""E

Create accelerator [4

2. Associate Elastic IP address with a Network interface ID of your EC2 instance

If you associate an Elastic IP address to an instance that already has an Elastic IP address associated, this previously
associated Elastic IP address will be disassociated but still allocated to your account.
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Associate Elastic IP address

e the atancr or network interface to anociate to thin Llaatic 1P addre MAIABR TS

Elastic IP address: 54.198.227.51

Retowrce Type

nstance

© Network eterface

A ¥ you nsociate an ELintic P a00ress 10 a0 stance That Sready has an ELastic IP address assocated, this
previously associated Elastic P addvess will be dnassociated but sUR allocated 10 your account. Lesrn maere(Z

Network interface

Q eod-03450085 586850240 X C

Private 1P addeess

Resviocktion

Allow this Elmtic IP address 10 Be reassocated

( LN m

UPGRADING EC2 INSTANCE CLASS

Upgrading to a larger EC2 instance class is supported by PMM provided you follow the instructions from the AWS manual.
The PMM AMI image uses a distinct EBS volume for the PMM data volume which permits independent resizing of the EC2
instance without impacting the EBS volume.

1. Open the Amazon EC2 console.
2. In the navigation pane, choose PMM Server Instances.
3. Select the instance and choose Actions, Instance state, Stop instance.

4. In the Change instance type dialog box, select the instance type that you want.
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Instances (1/5) wfe

Q
=] Name v Instance 1D Instance state ¥ Instance type
i-0f98abbc8ec526807 ® Running @R m4 large
adivinho-pmm 106e ® stopped @Q  mS.large

Launch instances

mongo-test-pmm2-HO-7. | aunch instance from template 35 ® Running @Q t2.small
pxc-proxysql-QA-pmm-Hl ¢, ect 8978 @ Running @&  t2.small
postgresql-11-pmm-HD-f S1a0 nstanc V365 ® Running AQ t2.small
| Start instance !
Reboot Instance
1 Hibernate instancs
Instance: 1-0d937 1106 Terminate instance
Instance settings »' Attach to Auto Scaling Group
Detalis Security N Networking »I Change instance type
Security » Change Nitro Enclan-fes
¥ Instance summary Info  Image and templates » Change termination protection
S Monitor and troubleshoot  » Change shutdown behavior
(3 1-0493760826681106€ (adivinho-pmm) B
Modify instance placement
Instance state * Modify Capacity Reservation settings
@ Stopped Edit user data
Manage tags
Instance type Elastic 1P addresses

m5.large s

5. Choose Apply to accept the new settings and start the stopped instance.

EXPANDING THE PMM DATA EBS VOLUME

The PMM data volume is mounted as an XFS formatted volume on top of an LVM volume. There are two ways to increase this
volume size:

1. Add a new disk via EC2 console or API, and expand the LVM volume to include the new disk volume.

2. Expand existing EBS volume and grow the LVM volume.
EXPAND EXISTING EBS VOLUME
To expand the existing EBS volume for increased capacity, follow these steps.

1. Expand the disk from AWS Console/CLI to the desired capacity.

2. Login to the PMM EC2 instance and verify that the disk capacity has increased. For example, if you have expanded
your disk from 16G to 32G, dnesg output should look like below:

[ 535.994494] xvdb: detected capacity change from 17179869184 to 34359738368

3. You can check information about volume groups and logical volumes with the vgs and Ivs commands:

- 42/516 - Percona LLC, © 2023



2.2.7 AWS Marketplace

vgs

VG #PV #LV #SN Attr  VSize VFree
DataVG 1 2 0 wz--n- <16.00g 0

Ivs
LV VG Attr LSize Pool Origin Data% Meta% Move Log Cpy%Sync Convert
DatalLV  DataVG Vwi-aotz-- <12.80g ThinPool 1.74

ThinPool DataVG twi-aotz-- 15.96g 1.39 1.29

4. Now we can use the Isblk command to see that our disk size has been identified by the kernel correctly, but LVM2 is
not yet aware of the new size. We can use pvresize to make sure the PV device reflects the new size. Once pvresize is
executed, we can see that the VG has the new free space available.

Isblk | grep xvdb
xvdb 202:16 0 326G 0 disk
pvscan

PV /dev/xvdb VG DataVG Ivm2 [<16.00 GiB / O free]
Total: 1 [<16.00 GiB] / in use: 1 [<16.00 GiB] / in no VG: 0 [0 ]

pvresize /dev/xvdb

Physical volume "/dev/xvdb" changed
1 physical volume(s) resized / 0 physical volume(s) not resized

pvs

PV VG Fmt Attr PSize PFree
/dev/xvdb DataVG Ivm2 a-- <32.00g 16.00g

5. We then extend our logical volume. Since the PMM image uses thin provisioning, we need to extend both the pool and
the volume:

lvs

Lv VG Attr LSize  Pool Origin Data% Meta% Move Log Cpy%Sync Convert
DataLV  DataVG Vwi-aotz-- <12.80g ThinPool 1.77
ThinPool DataVG twi-aotz-- 15.96g 1.42 1.32

Ivextend /dev/mapper/DataVG-ThinPool -1 100%VG

Size of logical volume DataVG/ThinPool_tdata changed from 16.00 GiB (4096 extents) to 31.96 GiB (8183 extents).
Logical volume DataVG/ThinPool_tdata successfully resized.

Ivs

LV VG Attr LSize  Pool Origin Data% Meta% Move Log Cpy%Sync Convert
DatalV DataVG Vwi-aotz-- <12.80g ThinPool 1.77

ThinPool DataVG twi-aotz-- 31.96g 0.71 1.71

6. Once the pool and volumes have been extended, we need to now extend the thin volume to consume the newly
available space. In this example we’ve grown available space to almost 32GB, and already consumed 12GB, so we’re
extending an additional 19GB:

Ivs

LV VG Attr LSize  Pool Origin Data% Meta% Move Log Cpy%Sync Convert
DatalLV  DataVG Vwi-aotz-- <12.80g ThinPool 1.77

ThinPool DataVG twi-aotz-- 31.96g 0.71 1.71

Ivextend /dev/mapper/DataVG-DatalV -L +19G
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Size of logical volume DataVG/DatalV changed from <12.80 GiB (3276 extents) to <31.80 GiB (8140 extents).
Logical volume DataVG/DatalV successfully resized.

Ivs

LV VG Attr LSize  Pool Origin Data% Meta% Move Log Cpy%Sync Convert
DatalV DataVG Vwi-aotz-- <31.80g ThinPool 0.71

ThinPool DataVG twi-aotz-- 31.96g 0.71 1.71

2.2.7 AWS Marketplace

7. We then expand the XFS file system to reflect the new size using xfs_growfs, and confirm the file system is accurate

using the df command.

df -h /srv

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/DataVG-DatalV 136G 249M 136G 2% /srv

xfs_growfs /srv

meta-data=/dev/mapper/DataVG-DatalV isize=512 agcount=103, agsize=32752 blks
= sectsz=512 attr=2, projid32bit=1

= crc=1 finobt=0 spinodes=0
data = bsize=4096  blocks=3354624, imaxpct=25
= sunit=16 swidth=16 blks
naming  =version 2 bsize=4096 asci =0 ftype=1
log =internal bsize=4096 blocks=768, version=2
= sectsz=512 sunit=16 blks, lazy-count=1
realtime =none extsz=4096 blocks=0, rtextents=0

data blocks changed from 3354624 to 8335360
df -h /srv

Filesystem Size Used Avail Use% Mounted on
/dev/mapper/DataVG-DatalV  32G 254M 326 1% /srv

EXPAND THE AMAZON EBS ROOT VOLUME

1. Expand the disk from AWS Console/CLI to the desired capacity.

2. Login to the PMM EC2 instance and verify that the disk capacity has increased. For example, if you have expanded

disk from 8G to 10G, dmesg output should look like below:

# dmesg | grep “capacity change"
[63175.044762] nvmeOnl: detected capacity change from 8589934592 to 10737418240

3. Use the Isblk command to see that our disk size has been identified by the kernel correctly, but LVM2 is not yet aware

of the new size.

# Isblk

NAME MAJ:MIN RM  SIZE RO TYPE MOUNTPOINT
nvmeOn1 259:1 0 106 0 disk

L —nvme0n1pl 259:2 0 86 0 part /

4. For volumes that have a partition, such as the root volume shown in the previous step, use the growpart command to

extend the partition.

# growpart /dev/nvmeOnl 1
CHANGED: partition=1 start=2048 old: size=16775168 end=16777216 new: size=20969439 end=20971487

5. To verify that the partition reflects the increased volume size, use the Isblk command again.

# Isblk

NAWE MAJ:MIN RM  SIZE RO TYPE MOUNTPOINT
nvmeOn1 259:1 0 106 0 disk

L —nvme0n1p1 259:2 0 106 O part /

6. Extend the XFS file system on the root volume by xfs_growfs command. I

# xfs_growfs -d /
meta-data=/dev/nvmeOnlpl isize=512 agcount=4, agsize=524224 blks
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sectsz=512  attr=2, projid32bit=1

= crc=1 finobt=0 spinodes=0
data = bsize=4096  blocks=2096896, imaxpct=25
= sunit=0 swidth=0 blks
naming  =version 2 bsize=4096 ascii-ci=0 ftype=1
log =internal bsize=4096 blocks=2560, version=2
= sectsz=512  sunit=0 blks, lazy-count=1
realtime =none extsz=4096 blocks=0, rtextents=0

data blocks changed from 2096896 to 2621120

7. Verify that file system reflects the increased volume size

# df -hT /
Filesystem Type Size Used Avail Use% Mounted on
/dev/nvmeOnlpl xfs 106 5,66 4,56 56% /

Backup PMM Server

2.2.7 AWS Marketplace

All data are stored in the /srv partition, so it’s enough to back the PMM data volume. You can create a point-in-time snapshot

of the volume and use it for data backup.

The procedure of creating a snapshot is described in the Amazon documentation: Create Amazon EBS snapshots

8 PMM-daa vol-0844be887e19daetd
vol-03e5ad1dSac1dad0e?
voi-0044bd1ic7 1bect3
vol-01b63e32b2catdah
vol-0a733f700b6Id0369
vol-097feead0do6bll
vol-06f113c031e8b5ed1
vol-02¢9d93a6b4adecs526

postigresgl-1 vol-03eafaadbb3b0adds

Restore PMM Server from a backup

100 GiB
8 Gi8

100 GIB
8 GB

100 GiB
100 GiB
100GiB
100 GiB

15G8

ap2 Modity Volume
ap2
ap2 Create Snapshot Ldecycle Polcy
gp2
gpz

Detach Volume
ope Force Detach Volume
ap2 Change Auto-Enable 10 Sefijng
gp2 Add/Edet Tags —
gp2

1. Create a new volume by using the latest snapshot of the PMM data volume.

B Data-snapethot snap-Oedlecetnay 100 G&

2. Stop the PMM Server instance.
3. Detach the current PMM data volume.

PV -Data
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Name *  Voluse D - S «  Volume Type
Reaotes &V vol DS RSSOdSaRON 45 100 Gty [F ey
B Puvdaa vol-0844be8 7e 1 Sdaedd 100 G o2
VOl {Der 30 L aSes 1 ai0c? nGa ond
voi-01bE3e 3202 calaTh 8 G op2
voi-Oa TENTO0LOAOS 100 Gats [Hin
posagresy-1 voi-03eafMabth 300a083 1568 g
Pt pronysg vol- OBl DSt 1 7 T70 12Ga g
vol-031c1BO 7121 TCS209 008 o2

4. Attach the new volume.

Nare «  Volume © “Je ~  Volume Type < 1OPS
B Restored PVV-Data Vol S5 o0 MA2 54 100 GaB - 300
PMM Sva vi-0B4 Aot T I Sdaetd 100 Gt F2 0
o ca X
‘ %2 100
| N 3
el il 14 L 3 ) - ' :
» “'L . s 1 = e N

5. Start the PMM Server instance.

Remove PMM Server

1. Find the instance in the EC2 Console

2.2.7 AWS Marketplace

nah-Ow hew 16, X021 s A3

snapdd... June 15, 2021 m 71

srap-00 hew 35 Q1 m 72
snapr-Qe Aped 22. 2021 m 12

$0pH-01 Al 2021 a4 5S¢
snap-Oe March 10, 2000 &t 14
ad-On Mapch d, 2000 34
snap-02 December 26, 2019

Throughpunt Snagara Croated

Jone 36, 2021 0

Inatances (11 s C Carnneit Wilarne slale @ Actheny @ mn
' @
sedrdhs pans oy X Clont Rliary
|+] [P " [Sepe——Y weslanee slale y Wlase Type Satan (Mevh Alsrwm slatan Avslabitty £ ame Pubdis B pa DAY
a e v, an (5] w WA i Ly © 271 (ech pgr o s + w-aded-1h o2 395082 2 o

2. Select “Instance state” menu and “Terminate instance”

@ | Connect

-

en address (4 (9 10.77.1.242

Private IPv4 addresses

Private IPv4 DNS

5.compute-1.amazonaws.com | (3 ip-10-77-1-242.ec2.internal
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3. Confirm termination operation

Terminate instance? X

Instance IDs

(9 i-Oafdcd69¢139d2ecf

To confirm that you want to terminate the instance, choose the terminate button below.
Terminating the instance cannot be undone b

/" See also

Improving Percona Monitoring and Management EC2 Instance Resilience Using CloudWatch Alarm Actions

Last update: 2023-02-23

2.2.8 Easy-install script

A Caution

You can download and check get-pmm.sh before running it from our github:

Linux or macOS

Using curl :

curl -fsSL https://www.percona.com/get/pmm | /bin/bash
Using wget :

wget -0 - https://ww.percona.com/get/pmm | /bin/bash

This script:

« Installs Docker if it is not already installed on your system.

e Stops and renames any currently running PMM Server Docker container from pmn-server to pmm-server-{timestamp} . This old
pmm-server container is not a recoverable backup.

* Pulls and runs the latest PMM Server Docker image.

e Can run in Interactive mode to change the default settings:

curl -fsSLO https://ww.percona.com/get/pmm (or wget https://www.percona.com/get/pmm)
chmod +x pmm
./pmm --interactive
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2.3 Client

Last update: 2023-06-28

2.3 Client

2.3.1 Set up PMM Client
There are different ways to install PMM Client on a node and register it with PMM Server. Choose from:

¢ Docker: Run PMM Client as a Docker container.
* Package manager:
* On Debian or Red Hat Linux, install percona-release and use a Linux package manager ( apt/dnf) to install PMM Client.

¢ On Debian or Red Hat, download .deb/.rpm PMM Client packages and manually install them.

é Binary is only way to install PMM client without root permissions

* Binary package: For other Linux distributions, download and unpack generic PMM Client Linux binaries.

When you have installed PMM Client, you must:

* Register the node with PMM Server.

* Configure and add services according to type.

If you need to, you can unregister, remove services or remove PMM Client.

Here’s an overview of the choices.

Docker/Docker compose J Package manager J
Enary package l
( N
docker pull .., Set up Downioad , deby/, rpa Dwv::‘:;d&
12 - percona-release
Create
p , docker -cempose ., yal
Create persistert -1 *.ded
data store | apt install dnf lecalinstall *.rpm Wm‘g‘.&
e I
[ docker .compose up | ]
( docker run ... ]
1 s
Set up prm-agent ]
\

|

- 48/516 - Percona LLC, © 2023



2.3.1 Set up PMM Client

Before you start

e Set up PMM Server with a known IP address accessible from the client node.
* You have superuser (root) access on the client host.

* You have superuser access to any database servers that you want to monitor.
* These Linux packages are installed: curl, gnupg, sudo, wget .

 If using it, install Docker.

* System requirements:

¢ Operating system - PMM Client runs on any modern 64-bit Linux distribution. It is tested on supported versions of
Debian, Ubuntu, CentOS, and Red Hat Enterprise Linux. (See Percona software support life cycle).

¢ Disk - A minimum of 100 MB of storage is required for installing the PMM Client package.

With a good connection to PMM Server, additional storage is not required. However, the client needs to store any collected
data that it cannot dispatch immediately, so additional storage may be required if the connection is unstable or the
throughput is low. VMagent uses 1 GB of disk space for cache during a network outage. QAN, on the other hand, uses RAM
to store cache.

Install

DOCKER

The PMM Client Docker image is a convenient way to run PMM Client as a preconfigured Docker container.

1. Pull the PMM Client docker image.

docker pull \
percona/pmm-client:2

2. Use the image as a template to create a persistent data store that preserves local data when the image is updated.

docker create \

--volume /srv \

--name pmm-client-data \
percona/pmm-client:2 /bin/true

3. Run the container to start PMM Agent in setup mode. Set x.x.x.x to the IP address of your PMM Server. (Do not use
the docker --detach option as PMM agent only logs to the console.)

PMM_SERVER=X.X.X.X:443

docker run \

--rm \

--name pmm-client \

-e PMM_AGENT_SERVER_ADDRESS=${PMM_SERVER} \
-e PMM_AGENT_SERVER_USERNAME=admin \

-e PMM_AGENT_SERVER_PASSWORD=admin \

-e PMM_AGENT_SERVER_INSECURE_TLS=1 \

-e PMM_AGENT_SETUP=1 \

-e PMM_AGENT_CONFIG_FILE=config/pmm-agent.yaml \
--volumes-from pmm-client-data \
percona/pmm-client:2

é Tips

You can find a complete list of compatible environment variables here.

1. Check status.

docker exec pmm-client \
pmm-admin status

In the PMM user interface you will also see an increase in the number of monitored nodes.

You can now add services with pmn-admin by prefixing commands with docker exec pmm-client .
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2.3.1 Set up PMM Client

é Tips
* Adjust host firewall and routing rules to allow Docker communications. (Read more)
* For help: docker run --rm percona/pmm-client:2 --help

In the GUIL

. [ |
Select I- PMM Dashboards — ::: System (Node) — {:: Node Overview.
e In the Node Names menu, select the new node.

* Change the time range to see data.

0 Danger

pmn-agent.yanl contains sensitive credentials and should not be shared.

PACKAGE MANAGER

é Tip
If you have used percona-release before, disable and re-enable the repository:

percona-release disable all
percona-release enable original release

Debian-based

1. Configure repositories.

wget https://repo.percona.com/apt/percona-release_latest.generic_all.deb
dpkg -i percona-release_latest.generic_all.deb

2. Install the PMM Client package.

® Root permissions

apt update
apt install -y pmm2-client

3. Check.
pmm-admin --version
4. Register the node.
Red Hat-based
1. Configure repositories.
yum install -y https://repo.percona.com/yun/percona-release-latest.noarch.rpm
2. Install the PMM Client package.
yum install -y pmm2-client
3. Check.

pnm-admin --version
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4. Register the node.

PACKAGE MANAGER - MANUAL DOWNLOAD

1. Visit the Percona Monitoring and Management 2 download page.
2. Under Version:, select the one you want (usually the latest).
3. Under Software:, select the item matching your software platform.
4. Click to download the package file:

» For Debian, Ubuntu: .deb

* For Red Hat, CentOS, Oracle Linux: .rpn
(Alternatively, copy the link and use wget to download it.)

Here are the download page links for each supported platform.

* Debian 9 (Stretch)

* Debian 10 (Buster)

* Debian 11 (Bullseye)

* Red Hat/CentOS/Oracle 7

* Red Hat/CentOS/Oracle 8

* Ubuntu 18.04 (Bionic Beaver)
* Ubuntu 20.04 (Focal Fossa)

e Ubuntu 22.04 (Jammy Jellyfish)

Debian-based
dpkg -i *.deb
Red Hat-based
dnf localinstall *.rpm

BINARY PACKAGE

1. Download the PMM Client package:
wget https://downloads.percona.com/downloads/pmm2/2.41.0/binary/tarbal I/pmm2-client-2.41.0.tar.gz

2. Download the PMM Client package checksum file:

wget https://downloads.percona.com/downloads/pmm2/2.41.0/binary/tarbal 1/pmm2-client-2.41.0.tar.gz.sha256sum

3. Verify the download.
sha256sum -c pmm2-client-2.41.0.tar.gz.sha256sum

4. Unpack the package and move into the directory.
tar xfz pmm2-client-2.41.0.tar.gz && cd pmm2-client-2.41.0

5. Choose one of these two commands (depends on your permissions):

2.3.1 Set up PMM Client

A Without root permissions

export PMM_DIR=YOURPATH

where YOURPATH replace with you real path, where you have required access.
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2.3.1 Set up PMM Client

A\ With root permissions

export PMM_DIR=/usr/local/percona/pmm2

6. Run the installer.

® Root permissions (if you skipped step 5 for non root users)

./install_tarball

7. Change the path.
PATH=$PATH:$PMM_DIR/bin

8. Set up the agent (pick the command for you depending on permissions)

$ Root permissions ’

pmm-agent setup --config-file=/usr/local/percona/pmm2/config/pmm-agent.yaml --server-address=192.168.1.123 --server-insecure-tls --server-username=admin --server-
password=admin

A Non root users ’

pmm-agent setup --config-file=${PM\_DIR}/config/pmm-agent.yaml --server-address=192.168.1.123 --server-insecure-tls --server-username=admin --server-password=admin --paths-
tempdir=${PMM_DIR}/tmp --paths-base=${PMM_DIR}

9. Run the agent.
pmm-agent --config-file=${PMM_DIR}/config/pmm-agent.yaml
10. Open a new terminal and check.
pnm-admin status

111 hint PMM-Agent can be updated from tarball:
a. Download tar.gz with pmm?2-client.
b. Extract it.
c. Run ./install tarball script with the “-u” flag.

The configuration file will be overwritten if you do not provide the “-u” flag while the pmm-agent is updated.

Register
Register your client node with PMM Server.

pmm-admin config --server-insecure-tls --server-url=https://admin:admin@X.X.X.X:443

e X.X.X.X is the address of your PMM Server.
e 443 is the default port number.

 admin/adnin is the default PMM username and password. This is the same account you use to log into the PMM user
interface, which you had the option to change when first logging in.
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2.3.1 Set up PMM Client

A Important

Clients must be registered with the PMM Server using a secure channel. If you use http as your server URL, PMM will try to connect
via https on port 443. If a TLS connection can’t be established you will get an error and you must use https along with the
appropriate secure port.

EXAMPLES

Register on PMM Server with IP address 192.168.33.14 using the default admin/adnin username and password, a node with IP
address 192.168.33.23, type generic, and name mynode .

pmm-admin config --server-insecure-tls --server-url=https://admin:admin@192.168.33.14:443 192.168.33.23 generic mynode

Add services
You must configure and adding services according to the service type.

e MySQL (and variants Percona Server for MySQL, Percona XtraDB Cluster, MariaDB)
* MongoDB

* PostgreSQL

* ProxySQL

* Amazon RDS

* Microsoft Azure

* Google Cloud Platform (MySQL and PostgreSQL)

* Linux

* External services

* HAProxy

* Remote instances

é Tip

To change the parameters of a previously-added service, remove the service and re-add it with new parameters.

Remove

How to remove (uninstall) PMM Client.

DOCKER

A caution

These steps delete the PMM Client Docker image and client services configuration data.

1. Stop pmm-client container.
docker stop pmm-client

2. Remove containers.
docker rm pmm-client

3. Remove the image.

docker rmi $(docker images | grep “percona/pmm-client™ | awk {"print $3°})
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4. Remove the volume.

docker volume rm pmm-client-data

PACKAGE MANAGER

Debian-based distributions

1. Uninstall the PMM Client package.

apt remove -y pmm2-client
2. Remove the Percona repository

dpkg -r percona-release

Red Hat-based distributions

1. Uninstall the PMM Client package.

yum remove -y pmm2-client
2. Remove the Percona repository

yun remove -y percona-release

Unregister

How to unregister PMM Client from PMM Server.

pmm-admin unregister --force

All services monitored by this node will be removed from monitoring.

Remove services

You must specify the service type and service name to remove services from monitoring.

pmm-admin remove <service-type> <service-name>

service-type

One of mysql , mongodb, postgresql , proxysql, haproxy, external .

2.3.2 MySQL

/" See also

e Percona release

e PMM Client architecture

Last update: 2023-12-12

2.3.2 MySQL

How to set up PMM to monitor a MySQL or MySQL-based database instance.

PMM Client collects metrics from MySQL, Percona Server for MySQL, Percona XtraDB Cluster, and MariaDB. (Amazon RDS

is also supported and explained in a separate section.)

Percona LLC, © 2023
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2.3.2 MySQL

¢ Create PMM account and set permissions.
* Choose a data source:
» Slow query log, or,
¢ Performance Schema.
* Configure:
* Query response time,
* Tablestats,
» User statistics.
* Add service.

e Check the service.

Before you start
Check that:

* PMM Server is installed and running with a known IP address accessible from the client node.
*« PMM Client is installed and the node is registered with PMM Server.

* You have superuser (root) access on the client host.

Create a database account for PMM

It is good practice to use a non-superuser account to connect PMM Client to the monitored database instance. This example
creates a database user with name pmn, password pass, and the necessary permissions.

On MySQL 8.0

CREATE USER “pmm*@*127.0.0.1% IDENTIFIED BY “pass® WITH MAX_USER_CONNECTIONS 10;
GRANT SELECT, PROCESS, REPLICATION CLIENT, RELOAD, BACKUP_ADMIN ON *.* TO "pmm*@*127.0.0.1%;

On MySQL 5.7
CREATE USER “"pmm®@%127.0.0.1" IDENTIFIED BY “pass® WITH MAX_USER_CONNECTIONS 10;
GRANT SELECT, PROCESS, REPLICATION CLIENT, RELOAD ON *.* TO *pmm*@"127.0.0.1%;
Choose and configure a source

Decide which source of metrics to use, and configure your database server for it. The choices are Slow query log and
Performance Schema.

While you can use both at the same time we recommend using only one-there is some overlap in the data reported, and each
incurs a small performance penalty. The choice depends on the version and variant of your MySQL instance, and how much
detail you want to see.

Here are the benefits and drawbacks of Slow query log and Performance Schema metrics sources.

Benefits Drawbacks
Slow query log 1. More detail. 1. PMM Client must be on same host as
2. Lower resource impact (with query sampling database server or have access to slow query
feature in Percona Server for MySQL). log.

2. Log files grow and must be actively managed.

Performance 1. Faster parsing. 1. Less detail.
Schema 2. Enabled by default on newer versions of
MySQL.
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2.3.2 MySQL

DATA SOURCE RECOMMENDATIONS

Database server Versions Recommended source
MySQL 5.1-5.5 Slow query log

MySQL 5.6+ Performance Schema
MariaDB 10.0+ Performance Schema
Percona Server for MySQL 5.7, 8.0 Slow query log

Percona XtraDB Cluster 5.6, 5.7, 8.0 Slow query log

SLOW QUERY LOG

This section covers how to configure a MySQL-based database server to use the slow query log as a source of metrics.

APPLICABLE VERSIONS

Server Versions
MySQL 5.1-5.5

MariaDB 10.1.2+

Percona Server for MySQL 5.7.10+, 8.0.12+
Percona XtraDB Cluster 5.6, 5.7, 8.0

The slow query log records the details of queries that take more than a certain amount of time to complete. With the
database server configured to write this information to a file rather than a table, PMM Client parses the file and sends
aggregated data to PMM Server via the Query Analytics part of PMM Agent.

SETTINGS
Variable Value Description
slow_query_log ON Enables the slow query log.
log_output "FILE" Ensures the log is sent to a file. (This is the default on MariaDB.)
long_query_time 0 The slow query threshold in seconds. In heavily-loaded applications, many
quick queries can affect performance more than a few slow ones. Setting this
value to 0 ensures all queries are captured.
log_slow_admin_statements ON Includes the logging of slow administrative statements.
log_slow_slave_statements ON Enables logging for queries that have taken more than long_query_time seconds
to execute on the replica.
Examples

* Configuration file.

slow_guery_log=ON
log_output=FILE
long_query_time=0
log_slow_admin_statements=0N
log_slow_slave_statements=ON

e Session.

SET GLOBAL slow_query_log = 1;
SET GLOBAL log_output = "FILE";
SET GLOBAL long_query_time = 0;
SET GLOBAL log_slow_admin_statements = 1;
SET GLOBAL log_slow_slave_statements = 1;
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Slow query log - extended
Some MySQL-based database servers support extended slow query log variables.

Applicable versions

Server Versions

Percona Server for MySQL 5.7.10+, 8.0.12+

Percona XtraDB Cluster 5.6, 5.7, 8.0

MariaDB 10.0

Settings

Variable Value Description

log_slow_rate_linit 100 Defines the rate of queries captured by the slow query log. A good rule
of thumb is 100 queries logged per second. For example, if your
Percona Server instance processes 10,000 queries per second, you
should set log_slow_rate_linit to 100 and capture every 100th query for
the slow query log. Depending on the amount of traffic, logging could
become aggressive and resource consuming. This variable throttles
the level of intensity of the data capture without compromising
information.

log_slow_rate_type ‘query’ Set so that it applies to queries, rather than sessions.

slow_query_log_always_write_time 1 Specifies which queries should ignore sampling. With query sampling
this ensures that queries with longer execution time will always be
captured by the slow query log, avoiding the possibility that infrequent
slow queries might not get captured at all.

log_slow_verbosity “full’ Ensures that all information about each captured query is stored in
the slow query log.

slow_query_log_use_global_control ‘all’ Configure the slow query log during runtime and apply these settings
to existing connections. (By default, slow query log settings apply only
to new sessions.)

Examples

* Configuration file (Percona Server for MySQL, Percona XtraDB Cluster).

log_slow_rate_limit=100
log_slow_rate_type="query”
slow_query_log_always_write_time=1
log_slow_verbosity="full*
slow_guery_log_use_global_control="all"

* Configuration file (MariaDB).
log_slow_rate_limit=100
* Session (Percona Server for MySQL, Percona XtraDB Cluster).

SET GLOBAL log_slow_rate_limit = 100;

SET GLOBAL log_slow_rate_type = "query-;

SET GLOBAL slow_query_log_always_write_time = 1;

SET GLOBAL log_slow_verbosity = "full®;

SET GLOBAL slow_query_log_use_global_control = "all”;

Slow query log rotation
Slow query log files can grow quickly and must be managed.

When adding a service with the command line use the pmn-admin option --size-slow-logs to set at what size the slow query log
file is rotated. (The size is specified as a number with a suffix. See pnn-adnin add mysql .)
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When the limit is reached, PMM Client will:

* remove the previous .old slow log file,
* rename the current file by adding the suffix .old,

* execute the MySQL command FLUSH LOGS .
Only one .old file is kept. Older ones are deleted.

You can manage log rotation yourself, for example, with logrotate . If you do, you can disable PMM Client’s log rotation by
providing a negative value to --size-slow-logs option when adding a service with pmn-admin add .

PERFORMANCE SCHEMA
This section covers how to configure a MySQL-based database server to use Performance Schema as a source of metrics.

Applicable versions

Server Versions
Percona Server for MySQL 5.6, 5.7, 8.0
Percona XtraDB Cluster 5.6, 5.7, 8.0
MariaDB 10.3+

PMM'’s MySQL Performance Schema Details dashboard charts the various performance_schema metrics.

To use Performance Schema, set the variables below.

A Important

Make sure to restart pmm-agent after making any changes to MySQL perfschema.

Variable Value Description

performance_schema ON Enables Performance Schema metrics. This is the default in
MySQL 5.6.6 and higher.

performance-schema-instrument *statement/%=0N" Configures Performance Schema instruments.
performance-schema-consumer-statements- ON Configures the statements-digest consumer.
digest
innodb_monitor_enable all Enables InnoDB metrics counters.

Examples

* Configuration file.

performance_schema=0N
performance-schema-instrument="statement/%=0N"
performance-schema-consumer-statements-digest=0N
innodb_monitor_enable=all

* Session.

(performance_schema cannot be set in a session and must be set at server start-up.)

UPDATE performance_schema.setup_consumers
SET ENABLED = "YES®™ WHERE NAME LIKE *%statements%";
SET GLOBAL innodb_monitor_enable = all;

MariaDB 10.5.7 or lower

There is no Explain or Example data shown by default in Query Analytics when monitoring MariaDB instances version 10.5.7
or lower. A workaround is to set this variable.
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Variable Value Description
performance_schema.setup_instruments *statement/%" List of instrumented object classes.
» Session.

UPDATE performance_schema.setup_instruments SET ENABLED = "YES®, TIMED = "YES®™ WHERE NAME LIKE “statement/%";
UPDATE performance_schema.setup_consumers SET ENABLED = "YES" WHERE NAME LIKE “%statementsh”;

* Transactions

MariaDB doesn’t implement queries history for transactions. All queries executed within a transaction won’t have query
examples since PMM relies on the performance_schema.events_statements_history to grab the query example but that table won’t
have any query executed as part of a transaction.

This behavior is because MariaDB doesn’t implement these consumers:

events_transactions_current
events_transactions_history
events_transactions_history_long

Query response time

Query time distribution is a chart in the Details tab of Query Analytics showing the proportion of query time spent on various
activities. It is enabled with the query_response_tine_stats variable and associated plugins.

APPLICABLE VERSIONS

Server Versions
Percona Server for MySQL 5.7 (not Percona Server for MySQL 8.0.)
MariaDB 10.0.4

Set this variable to see query time distribution charts.

Variable Value Description
query_response_time_stats ON Report query response time distributions. (Requires plugin installation. See
below.)

* Configuration file.

query_response_time_stats=0N

You must also install the plugins.

* Session.
a. Check that /usr/lib/mysql/plugin/query_response_time.so exists.
b. Install the plugins and activate.

For MariaDB 10.3:

INSTALL PLUGIN QUERY_RESPONSE_TIME_AUDIT SONAME *query_response_time.so";
INSTALL PLUGIN QUERY_RESPONSE_TIME SONAME “query_response_time.so";
SET GLOBAL query_response_time_stats = ON;

For Percona Server for MySQL 5.7:

INSTALL PLUGIN QUERY_RESPONSE_TIME_AUDIT SONAME *query_response_time.so";
INSTALL PLUGIN QUERY_RESPONSE_TIME SONAME *query_response_time.so";
INSTALL PLUGIN QUERY_RESPONSE_TIME_READ SONAME “query_response_time.so";
INSTALL PLUGIN QUERY_RESPONSE_TIME_WRITE SONAME *query_response_time.so";
SET GLOBAL query_response_time_stats = ON;
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2.3.2 MySQL

Tablestats

Some table metrics are automatically disabled when the number of tables exceeds a default limit of 1000 tables. This
prevents PMM Client from affecting the performance of your database server.

The limit can be changed when adding a service on the command line with the two pmm-adnin options:

pnm-adnin option Description

--disable-tablestats Disables tablestats collection when the default limit is reached.

--disable-tablestats- Sets the number of tables (N ) for which tablestats collection is disabled. 0 means no limit. A negative
Timit=N number means tablestats is completely disabled (for any number of tables).

User statistics

APPLICABLE VERSIONS

User activity, individual table and index access details are shown on the MySQL User Details dashboard when the userstat
variable is set.

Server Versions

Percona Server for MySQL 5.6, 5.7, 8.0

Percona XtraDB Cluster 5.6, 5.7, 8.0

MariaDB 5.2.0+
EXAMPLES

* Configuration file.
userstat=0N
* Session.

SET GLOBAL userstat = ON;

Add service

When you have configured your database server, you can add a MySQL service with the user interface or on the command
line.

When adding a service with the command line, you must use the pmn-admin --query-source=SOURCE option to match the source
you’ve chosen and configured the database server for.

With the PMM user interface, you select Use performance schema, or deselect it to use slow query log.

WITH THE USER INTERFACE

L. select Configuration — E Inventory — e Add Service.
2. Select MySQL - Add a remote instance.
3. Enter or select values for the fields.

4. Click Add service.
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If your MySQL instance is configured to use TLS, click on the Use TLS for database connections check box and fill in your
TLS certificates and key.
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ON THE COMMAND LINE

Add the database server as a service using one of these example commands. If successful, PMM Client will print MysQL Service
added with the service’s ID and name. Use the --environment and -custom-labels options to set tags for the service to help identify
them.

EXAMPLES

TLS connection

pmm-admin add mysql --username=user --password=pass --tls --tls-skip-verify --tls-ca=pathtoca.pem --tls-cert=pathtocert.pem --tls-key=pathtocertkey.pem --server-url=http://
admin:admin@127.0.0.1 --query-source=perfschema name localhost:3306

Slow query log

Default query source ( slowlog ), service name ( {node name}-mysql ), and service address/port ( 127.0.0.1:3306 ), with database server
account pnm and password pass .

pmm-admin add mysql --username=pmm --password=pass
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Slow query log source and log size limit (1 gigabyte), service name ( MysQL_NoDE ) and service address/port ( 191.168.1.123:3306 ).
pmm-admin add mysql --query-source=slowlog --size-slow-logs=1GiB --username=pmm --password=pass MYSQL_NODE 192.168.1.123:3306

Slow query log source, disabled log management (use logrotate or some other log management tool), service name ( MYSQL_NODE )
and service address/port ( 191.168.1.123:3306 ).

pmm-admin add mysql --query-source=slowlog --size-slow-logs=-1GiB --username=pmm --password=pass MYSQL_NODE 192.168.1.123:3306
Default query source ( slowlog ), service name ( {node}-mysql ), connect via socket.
pmm-admin add mysql --username=pmm --password=pass --socket=/var/run/mysqld/mysqld.sock
Performance Schema
Performance schema query source, service name ( MysqQL_NoDE ) and default service address/port ( 127.0.0.1:3306 ).
pmm-admin add mysql --query-source=perfschema --username=pmm --password=pass MYSQL_NODE

Performance schema query source, service name ( MysQL_NoDE ) and default service address/port ( 127.0.0.1:3306 ) specified with

flags.
pmm-admin add mysql --query-source=perfschema --username=pmm --password=pass --service-name=MYSQL_NODE --host=127.0.0.1 --port=3306

Identifying services

Default query source (slowlog ), environment labeled test, custom labels setting source to slowlog . (This example uses
positional parameters for service name and service address.)

pmm-admin add mysql --environment=test --custom-labels="source=slowlog® --username=root --password=password --query-source=slowlog MySQLSlowLog localhost:3306

Check the service
PMM USER INTERFACE
L. Select Configuration — E Inventory.

2. In the Services tab, verify the Service name, Addresses, and any other relevant information in the form.

3. In the Options column, expand the Details section and check that the Agents are using the desired data source.
COMMAND LINE

Look for your service in the output of this command.
pmm-admin inventory list services --service-type=mysql

CHECK DATA

1. Open the MySQL Instance Summary dashboard.

2. Set the Service Name to the newly-added service.
Percona Server for MySQL, MariaDB

If query response time plugin was installed, check for data in the MySQL Query Response Time Details dashboard or select a
query in PMM Query Analytics to see the Query time distribution bar.

Percona XtraDB Cluster

Open the PXC/Galera Cluster Summary dashboard.
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/" See also

e Percona Server for MySQL - Slow Query Log Extended

* Percona Server for MySQL - User Statistics

* MariaDB - Slow Query Log Overview

* MariaDB - Slow Query Log Extended Statistics

* MariaDB - User Statistics

» Percona Blog - PERFORMANCE SCHEMA vs Slow Query Log
* Percona Blog - MySQLs INNODB METRICS table

* Percona Blog - Rotating MySQL Slow Logs Safely

* Percona Blog - Impact of logging on MySQLs performance

* Percona Blog - Running Custom MySQL Queries in Percona Monitoring and Management

Last update: 2023-08-25

2.3.3 MongoDB

How to set up PMM to monitor a MongoDB or Percona Server for MongoDB database instance.

Before you start
Check that:

e PMM Server is installed and running with a known IP address or hostname accessible from the client node.
* PMM Client is installed and the node is registered with PMM Server.

* You have superuser (root) access on the client host.

* You have adminUserAnyDatabase Or superuser role privilege to any database servers that you want to monitor.

* Your MongoDB server is version 4.0 or higher.

Create PMM account and set permissions
We recommend using a dedicated account to connect PMM Client to the monitored database instance.
Run the example codes below in a mongo session to:

* create custom roles with the privileges required for creating/restoring backups and working with Query Analytics (QAN)

» create/update a database user with these roles above, plus the built-in clusterMonitor role

Values for username (user ) and password ( pwd ) are examples. Replace them before using these code snippets.

CREATE ROLES WITH PRIVILEGES FOR BACKUPS AND QAN

db.getSiblingDB(“admin™).createRole({
role: “explainRole",
privileges: [{
resource: {

collection: ™"

}

actions: [
“listIndexes",
"listCollections",
"dbStats™,
“dbHash",
"collStats",
“Find”

1.

- 64/516 - Percona LLC, © 2023


https://www.percona.com/doc/percona-server/LATEST/diagnostics/slow_extended.html
https://www.percona.com/doc/percona-server/LATEST/diagnostics/user_stats.html
https://mariadb.com/kb/en/slow-query-log-overview/
https://mariadb.com/kb/en/slow-query-log-extended-statistics/
https://mariadb.com/kb/en/user-statistics/
https://www.percona.com/blog/2014/02/11/performance_schema-vs-slow-query-log/
https://www.percona.com/blog/2014/11/18/mysqls-innodb_metrics-table-how-much-is-the-overhead/
https://www.percona.com/blog/2013/04/18/rotating-mysql-slow-logs-safely/
https://www.percona.com/blog/2009/02/10/impact-of-logging-on-mysql-E2-80-99s-performance/
https://www.percona.com/blog/2020/06/10/running-custom-queries-in-percona-monitoring-and-management/
https://www.mongodb.com/
https://www.percona.com/software/mongodb/percona-server-for-mongodb

2.3.3 MongoDB

roles: []

b))

db.getSiblingDB(""admin™).createRole({
“role”: “pbmAnyAction”,

ileges": [{

"resource”: {
"anyResource™: true

}

"actions": [
“anyAction”
1
1.
“roles": []

1N

CREATE/UPDATE USER AND ASSIGN CREATED ROLES

db.getSiblingDB(""admin™).createUser ({

user: “pmm”,
pwd: “pmm*,
roles: [

{ role: "explainRole”, db: "admin" },
{ role: “clusterMonitor"”, db: "admin™ },

{ role: "read", db: " "3},
{ "db* : "admin™, " “readWrite”, “collection™: ™™ },
{ "db" *admin® ‘backup™ },
{ "db" ‘admin™, clusterMonitor™ },
{ "db" : “admin, " : “"restore” },
{ "db" : "admin”, “role" : “pbmAnyAction" }
1
b}
db.getSiblingDB(“admin™) .updateUser(*pmm", {
roles: [
{ role: "explainRole”, db: "admin™ },
{ role: “clusterMonitor"”, db: "admin™ },
{ role: "read", db: "local" },
{ "db* : "admin", " “readWrite"”, “"collection": " },
{ "db’ 0 backup” },
{ "db" “clusterMonitor™” },
{ "db" o ™ “restore” },
{ "db™ - ™ “pbmAnyAction™ }
1
H

PERMISSIONS FOR ADVANCED METRICS

To fetch advanced metrics, use the following to provide additional privileges to an existing PMM user:

{

resource : {
db : ",
collection : "system.profile”
}

actions : [
“collStats",
"dbStats",
“indexStats"
1

}

If the role explainrole already exists, then you can use the following command to provide additional privileges:

db . runCommand ({
grantPrivilegesToRole: "explainRole”,
privileges: [{
"resource™: {
“db": ",
“collection": "system.profile"

}.

"actions": [
"indexStats",
"dbStats",
“colIStats"

1

il
b}
Profiling

To use PMM Query Analytics, you must turn on MongoDB'’s profiling feature.
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You can set profiling:

* permanently, by editing the MongoDB configuration file and restarting the database instance (recommended);
* when starting MongoDB, by passing arguments to mongod on the command line;

» until the next database instance restart, by running a command in a mongo session.

Profiling is turned off by default as it can adversely affect the performance of the database server.

SET PROFILING IN THE CONFIGURATION FILE

1. Edit the configuration file (usually /etc/mongod.conf ).

2. Create or add this to the operationProfiling section. (Read more.)

operationProfiling:
mode: all
slowOpThresholdMs: 200
rateLimit: 100 # (Only available with Percona Server for MongoDB.)

A Important

This is a YAML file. Indentation matters.

3. Restart the mongod service. (Example for systend .)

systemctl restart mongod

SET PROFILING ON THE COMMAND LINE

mongod --dbpath=DATABASEDIR --profile 2 --slowms 200 --rateLimit 100

--dbpath : The path to database files (usually /var/lib/mongo ).

--profile : The MongoDB profiling level. A value of 2 tells the server to collect profiling data for all operations. To lower the
load on the server, use a value of 1 to only record slow operations.

--slowns : An operation is classified as slow if it runs for longer than this number of milliseconds.

—-rateLinit : (Only available with Percona Server for MongoDB.) The sample rate of profiled queries. A value of 100 means
sample every 100t fast query. (Read more.)

A\ caution

Smaller values improve accuracy but can adversly affect the performance of your server.

SET PROFILING IN A vonGo SESSION

In a mongo session, the profiler should be enabled per database. For example, to enable the profiler in the testdb, run this:

> use testdb
> db.setProfilingLevel (2, {slowms: 0})

If you have already added a service, you should remove it and re-add it after changing the profiling level.

Add service

When you have configured your database server, you can add a MongoDB service with the user interface or on the command
line.
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WITH THE USER INTERFACE

L. select Configuration — E Inventory.

2. Select MongoDB - Add a remote instance.

3. Enter or select values for the fields.

4. Click Add service.

ON THE COMMAND LINE

Use pnm-adnin to add the database server as a service using one of these example commands.

2.3.3 MongoDB

When successful, PMM Client will print MongoDB Service added with the service’s ID and name. Use the --environment and -custom-
labels options to set tags for the service to help identify them.

é Tips

* When adding nodes of a sharded cluster, add each node separately using the --cluster mycluster option for the MongoDB Cluster

Summary dashboard to populate correctly.

* Atlas doesn’t support direct connections. When connecting to an Atlas instance, use the pnm-adnin option --direct-connection=false .
(Doing so will prevent replicaset status from working and the MongoDB Overview dashboard widget will show invalid values.)

EXAMPLES

pmm-admin add mongodb \
--username=pmm_mongodb --password=password \
--query-source=profiler --cluster=mycluster

pmm-admin add mongodb \
--username=pmm_mongodb --password=password \

mongo 127.0.0.1:27017

pmm-admin add mongodb \
--username=pmm_mongodb --password=password \
--service-name=mymongosvc --host=127.0.0.1 --port=27017

Connect via UNIX socket

pmm-admin add mongodb --socket=/tmp/mongodb-27017.sock

Connecting via SSLITLS

pmm-admin add mongodb --tls \
--tls-certi
--tls-certi
--tls-ca-file=PATHTOCACERT
--authentication-mechanism=AUTHENT ICATION-MECHANISM
--authentication-database=AUTHENTICATION-DATABASE

cate-key-file=PATHTOCER \
cate-key-file-password=1FPASSWORDTOCERTISSET \

where:

PATHTOCERT : Path to TLS certificate file.
IFPASSWORDTOCERTISSET : Password for TLS certificate file.

PATHTOCACERT : Path to certificate authority file.

Check the service

WITH THE USER INTERFACE

L. Select Configuration — E Inventory.

AUTHENTICATION-MECHANISM : Authentication mechanism. Default is empty. Use MoNGope-x509 for SSL certificates.

AUTHENTICATION-DATABASE : Authentication database. Default is empty. Use s$external for SSL certificates.
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2. In the Services tab, verify the Service name, Addresses, and any other relevant values used when adding the service.
3. In the Options column, expand the Details section and check that the Agents are using the desired data source.

4. If your MongoDB instance is configured to use TLS, click on the Use TLS for database connection check box and fill
in TLS certificates and keys. If you use TLS, the authentication mechanism is automatically set to MONGODB-X509 .

Additional options

Skip connection check

P4 Use TLS for database connections

TLS certificate password

TLS certificate key @®

TLSCA®

Skip TLS certificate and hostname validation

ON THE COMMAND LINE
Look for your service in the output of this command.
pmm-admin inventory list services --service-type=mongodb
CHECK DATA

1. Open the MongoDB Instances Overview dashboard.

2. Set the Service Name to the newly-added service.
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Query Analytics

1. Open PMM Query Analytics.
2. In the Filters panel:
a. Under Service Name, select your service.

b. Under Service Type select mongodb .

Remove service

WITH THE USER INTERFACE

L. select Configuration — E Inventory.

2. In the first column, click the tick box for the service you want to remove.

3. Click Delete.
4. On the Confirm action dialog window:
a. (Optional) Select Force mode to also delete associated agents.

b. Click Proceed.
ON THE COMMAND LINE

pmm-admin remove mongodb SERVICE_NAME

e SERVICE_NAME : The name the service was added as. (Find it with pmm-admin list.)

2.3.4 PostgreSQL

/" See also

* pmm-admin add mongodb

» Troubleshooting connection difficulties

Last update: 2023-07-03

2.3.4 PostgreSQL

How to set up PMM to monitor a PostgreSQL or Percona Distribution for PostgreSQL database instance.

* Create PMM account and set permissions.
* Choose, install and configure an extension:
® pg_stat_statements, OT,
® pg_stat_monitor .
* Add service.

* Check the service.
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2.3.4 PostgreSQL

Before you start
Check that:

* PMM Server is installed and running with a known IP address accessible from the client node.
* PMM Client is installed and the node is registered with PMM Server.
* You have superuser (root) access on the client host.

* You have superuser access to any database servers that you want to monitor.
(PMM follows PostgreSQLs end-of-life policy. For specific details on supported platforms and versions, see Percona’s
Software Platform Lifecycle page.)

Create a database account for PMM

We recommend creating a PMM database account that can connect to the postgres database with the SUPERUSER role.

1. Create a user. This example uses pmn. (Replace ****** with a strong password of your choice.)
CREATE USER pmm WITH SUPERUSER ENCRYPTED PASSWORD "**#*x***

If your database runs on Amazon RDS / Aurora PostgreSQL, The SUPERUSER cannot be assigned.
So we have to create the user first and then grant the rds_superuser role to it.

CREATE USER pmm WITH ENCRYPTED PASSWORD "= -
GRANT rds_superuser TO pmm;

Optionally, you can also set up a connection limit (only if the user is not a SUPERUSER):
ALTER USER pmm CONNECTION LIMIT 10;

2. PMM must be able to log in locally as this user to the PostgreSQL instance. To enable this, edit the pg_hba.conf file. If
not already enabled by an existing rule, add:

local all pmm md5
# TYPE DATABASE USER ADDRESS METHOD

(Ignore the second line. It is a comment to show field alignment.)

3. Reload the configuration:

su - postgres
psql -c "select pg_reload_conf()"

4. Check local login.
psql postgres pmm -c *\conninfo"

5. Enter the password for the pmm user when prompted.

Choose and configure an extension

Decide which database extension to use, and configure your database server for it. The choices are:

1. pg_stat_statements , the original extension created by PostgreSQL, part of the postgresgl-contrib package available on Linux.

2. pg_stat_monitor is a new extension created by Percona. pg_stat_monitor has all the features of pg_stat_statements but adds
bucket-based data aggregation, provides more accurate data, and can expose Query Examples.

Here are the benefits and drawbacks of each.

Benefits Drawbacks

pg_stat_statements 1. Part of official postgresql-contrib package. 1. No aggregated statistics or histograms.
2. No Query Examples.
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Benefits Drawbacks

pg_stat_monitor 1. Builds on pg_stat_monitor features.
2. Bucket-based aggregation.

For a more detailed comparison of extensions, see Comparison with pg stat statements in the pg_stat_monitor documentation.

/" Bucket-based data aggregation

pg_stat_monitor collects statistics and aggregates data in a data collection unit called a bucket. These are linked together to form a
bucket chain.

You can specify:

e the number of buckets (the length of the chain);
* how much space is available for all buckets;

* a time limit for each bucket’s data collection (the bucket expiry).

When a bucket’s expiration time is reached, accumulated statistics are reset and data is stored in the next available bucket in the

chain.
When all buckets in the chain have been used, the first bucket is reused and its contents are overwritten.

If a bucket fills before its expiration time is reached, data is discarded.

PG_STAT_STATEMENTS

Install

¢ Debian/Ubuntu

& Root permissions

apt install -y postgresql-contrib

¢ Red Hat/CentOS

& Root permissions

yum install -y postgresql-contrib

Configure

1. Add these lines to your postgresgl.conf file:

shared_preload_libraries = "pg_stat_statements”
track_activity_query_size = 2048 # Increase tracked query string size
pg_stat_statements.track = all  # Track all statements including nested
track_io_timing = on # Capture read/write stats

2. Restart the database server. After the restart, the extension starts capturing statistics from every database.

3. Install the extension.

psql postgres postgres -c “CREATE EXTENSION pg_stat_statements SCHEMA public™

This command creates the view where you can access the collected statistics.
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We recommend that you create the extension for the postgres database. In this case, you receive access to the statistics collected
from every database.

You can now add the service.
PG_STAT_MONITOR
pg_stat_monitor has been tested with:

* PostgreSQL versions 11, 12, 13, 14, 15.
* Percona Distribution for PostgreSQL versions 11, 12, 13, 14, 15.

Install

« If you use Percona Distribution for PostgreSQL, you can install the extension with your Linux package manager. See
Installing Percona Distribution for PostgreSQL.

* If you use PostgreSQL you can install by downloading and compiling the source code. See Installing pg_stat_monitor .
Configure

1. Set or change the value for shared_preload_library .

In your postgresgl.conf file:

shared_preload_libraries = "pg_stat_monitor”

A caution
If you use both pg_stat_statements and pg_stat_monitor , set pg_stat_monitor after pg_stat_statements :

shared_preload_libraries = "pg_stat_statements, pg_stat_monitor”

2. Set configuration values.

In your postgresgl.conf file:

pg_stat_monitor.pgsm_query_max_len = 2048

A caution

It is important to set maximal length of query to 2048 characters or more for PMM to work properly.

You can get a list of other available settings with SELECT * FROM pg_stat_monitor_settings; .

Other important parameters are:
pg_stat_monitor.pgsm_normalized_query

and
pg_stat_monitor.pgsm_enable_query_plan

If the value for pg_stat_monitor.pgsm_normalized_query is set to 1, the actual query values are replaced by placeholders. If the
value is 0, the examples are given in QAN. Examples can be found in QAN details tab example.

If pg_stat_monitor.pgsm_enable_query_plan is enabled, the query plans are captured and will be available in the Plan tab on the
Query Analytics dashboard.

See pg_stat_monitor online documentation for details about available parameters.
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3. Start or restart your PostgreSQL instance. The extension starts capturing statistics from every database.

4.In a psql session:
CREATE EXTENSION pg_stat_monitor;

This command creates the view where you can access the collected statistics.

We recommend that you create the extension for the postgres database. In this case, you receive the access to the statistics,
collected from every database.

5. Check the version.

SELECT pg_stat_monitor_version();

Add service

When you have configured your database server, you can add a PostgreSQL service with the user interface or on the
command line.

WITH THE USER INTERFACE

L. select Configuration — &= Inventory - o Add Service.
2. Select PostgreSQL - Add a remote instance.
3. Enter or select values for the fields.

4. Click Add service.
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If your PostgreSQL instance is configured to use TLS, click on the Use TLS for database connections check box and fill in
your TLS certificates and key.
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6 Note

For TLS connection to work SSL needs to be configured in your PostgreSQL instance. Make sure SSL is enabled in the server
configuration file postgresgl.conf, and that hosts are allowed to connect in the client authentication configuration file pg_hba.conf . (See
PostgreSQL documentation on Secure TCP/IP Connections with SSL.)

AUTO-DISCOVERY LIMIT

PMM 2.41.0 introduces limit for Auto-discovery in PostgreSQL, a feature that dynamically discovers all databases in your
PostgreSQL instance.

Limiting Auto-discovery reduces connections and prevents high CPU and RAM usage caused by multiple databases.

Caution

Limiting auto-discovery may result in fewer metrics being captured from the non-primary databases. Ensure that you set the limit
appropriately:

* Setting a high limit may impact performance adversely.

* Setting a low limit might result in some missing metrics due to Auto-discovery being disabled.

By default, Auto-discovery is enabled (server defined with a limit 10).

Additional options

Skip connection check
Use TLS for database connections
Skip TLS certificate and hostname validation

¥ Disable comments parsing

Stat tracking options

Auto-discovery

State Auto-discovery limit ©

When you select Disabled, the Auto-discovery limit will be set to -1.
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Additional options

Skip connection check
Use TLS for database connections
Skip TLS certificate and hostname validation

¥ Disabile comments parsing

Stat tracking options

Auto-discovery

State Auto-discovery imit (¢

For a custom value, select Custom and enter or choose your preferred value from the Auto-discovery limit field.

Additional options

Skip connection check
Use TLS for database connections
Skip TLS certificate and hostname validation

¥ Disable comments parsing

Stat tracking options

Auto-discovery

State Auto-discovery limit ()

1000

ON THE COMMAND LINE

Add the database server as a service using one of these example commands. If successful, PMM Client will print PostgresqL
Service added with the service’s ID and name. Use the --environment and -custon-labels options to set tags for the service to help
identify them.

EXAMPLES

Add instance with default node ( <node>-postgresql ).

pmm-admin add postgresql \
--username=pmm \
--password=password \
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--server-url=https://admin:admin@X.X.X.X:443 \
--server-insecure-tls

e <user name>: The PostgreSQL PMM user

e <password>: The PostgreSQL user credentials.
The service name will be automatically chosen.

Add instance with specified service name.

pmm-admin add postgresql \

--username=pmm \

--password=password \
--server-url=https://admin:admin@X.X.X.X:443 \
--server-insecure-tls \
--service-name=SERVICE-NAME

Add instance to connect with a UNIX socket.
pmm-admin add postgresql --socket=/var/run/postgresql

where: - SOCKET : directory containing the socket

Connecting via SSLITLS

pmm-admin add postgresql --tls \
--tls-cert-file=PATHTOCERT \
--tls-ca-file=PATHTOCACERT \
--tls-key-file=PATHTOKEY \
--host=HOST \

--port=PORT \

--username=USER \
--service-name=SERVICE-NAME

where:

* PATHTOCERT : Path to client certificate file.

* PATHTOCACERT : Path to certificate authority file.

* PATHTOKEY : Path to client key file.

* HosT : Instance hostname or IP.

e PORT : PostgreSQL service port number.

¢ USER : Database user allowed to connect via TLS. Should match the common name (CN) used in the client certificate.

e SERVICE : Name to give to the service within PMM.

Automatic discovery limit via CLI
Starting with PMM 2.41.0, there is a new flag in pmn-admin to limit Auto-discovery:
--auto-discovery-limit=XXX

e If number of databases > Auto-discovery limit, then auto discovery is OFF
e If number of databases <= Auto-discovery limit, then auto discovery is ON

« If the Auto-discovery limit is not defined, it takes the default value, which is 0 (server defined with limit 10), and Auto-
discovery is ON(if you do not have more than 10 databases).

e If Auto-discovery limit < 0 then auto discovery is OFF.

Example:

If you set the limit to 10 and your PostgreSQL instance has 11 databases, automatic discovery will be disabled.

pmm-admin add postgresql --username="pmm-agent™ --password="pmm-agent-password” --auto-discovery-limit=10
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Check the service
CHECK SERVICE - PMM USER INTERFACE
L. Select Configuration — E Inventory.
2. In the Services tab, verify the Service name, Address and any other relevant details.

3. In the Options column, expand the Details section and check that the Agents are using the desired data source.

CHECK SERVICE - COMMAND LINE

Look for your service in the output of this command.

pmm-admin inventory list services

If using Docker, use docker exec pmn-client pmm-admin inventory list services

CHECK DATA

1. Open the PostgreSQL Instance Summary dashboard.

2. Set the Service Name to the newly-added service.
RUNNING CUSTOM QUERIES

The PostgreSQL exporter can run custom queries to add new metrics not provided by default.

Those custom queries must be defined in the /usr/local/percona/pmm2/collectors/custom-queries/postgresql in the same host where the
exporter is running. There are 3 directories inside it: - high-resolution/ - every 5 seconds - medium-resolution/ - every 10
seconds - low-resolution/ - every 60 seconds

Depending on the desired resolution for your custom queries, you can place a file with the queries definition. The file is a
yaml where each query can have these fields:

query_name:
query: the query definition
master: boolean to specify if the query should be executed only in the master
metrics:
- metric name:
usage: GAUGE, LABEL, COUNTER, MAPPEDMETRIC or DURATION
description: a human readable description

Example

pg_postmaster_uptime:
query: “"select extract(epoch from current_timestamp - pg_postmaster_start_time()) as seconds"
master: true
metrics:
- seconds:
usage: "GAUGE"
description: "Service uptime™

Check the see also section for a more detailed description on MySQL custom queries with more examples about how to use
custom queries in dashboards.

/" See also

* pmm-admin man page for pmm-admin add postgresql
* Configuring Percona Repositories with percona-release

* Percona Blog - Running Custom MySQL Queries in Percona Monitoring and Management

Last update: 2023-12-12
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2.3.5 ProxySQL

Use the proxysql alias to enable ProxySQL performance metrics monitoring.

USAGE

pmm-admin add proxysql --username=pmm --password=pmm

where username and password are credentials for the administration interface of the monitored ProxySQL instance. You should
configure a read-only account for monitoring using the admin-stats_credentials variable in ProxySQL

Additionally, two positional arguments can be appended to the command line flags: a service name to be used by PMM, and a
service address. If not specified, they are substituted automatically as <node>-proxysql and 127.0.0.1:6032 .

The output of this command may look as follows:
pmm-admin add proxysql --username=pmm --password=pmm

ProxySQL Service added.
Service ID : /service_id/f69df379-6584-4db5-a896-f35ae8c97573
Service name: ubuntu-proxysql

Beside positional arguments shown above you can specify service name and service address with the following flags:
—-service-name , and --host (the hostname or IP address of the service) and --port (the port number of the service), or --socket
(the UNIX socket path). If both flag and positional argument are present, flag gains higher priority. Here is the previous
example modified to use these flags for both host/port or socket connections:

pmm-admin add proxysql --username=pmm --password=pmm --service-name=my-new-proxysql --host=127.0.0.1 --port=6032
pmm-admin add proxysql --username=pmm --password=pmm --service-name=my-new-proxysql --socket=/tmp/proxysql_admin.sock

Last update: 2022-02-04

2.3.6 Amazon RDS
Required settings

It is possible to use PMM for monitoring Amazon RDS. In this case, the PMM Client is not installed on the host where the
database server is deployed. By using the PMM web interface, you connect to the Amazon RDS DB instance. You only need to
provide the IAM user access key (or assign an IAM role) and PMM discovers the Amazon RDS DB instances available for
monitoring.

First of all, ensure that there is the minimal latency between PMM Server and the Amazon RDS instance.

Network connectivity can become an issue for VictoriaMetrics to scrape metrics with 1 second resolution. We strongly
suggest that you run PMM Server on AWS (Amazon Web Services) in the same availability zone as Amazon RDS instances.

It is crucial that enhanced monitoring be enabled for the Amazon RDS DB instances you intend to monitor.

Set the Enable Enhanced Monitoring option in the settings of your Amazon RDS DB instance.
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Monitoring

Enhanced monitoring

© Enable enhanced monitoring

Disable enhanced monitoring

Monitoring Role Granularity

rds-monitoring-role v 60 seconds v

Creating an IAM user with permission to access Amazon RDS DB instances

It is recommended that you use an IAM user account to access Amazon RDS DB instances instead of using your AWS account.
This measure improves security as the permissions of an IAM user account can be limited so that this account only grants
access to your Amazon RDS DB instances. On the other hand, you use your AWS account to access all AWS services.

The procedure for creating IAM user accounts is well described in the Amazon RDS documentation. This section only goes
through the essential steps and points out the steps required for using Amazon RDS with Percona Monitoring and
Management.

The first step is to define a policy which will hold all the necessary permissions. Then, you need to associate this policy with
the IAM user or group. In this section, we will create a new user for this purpose.

Creating a policy
A policy defines how AWS services can be accessed. Once defined it can be associated with an existing user or group.

To define a new policy use the IAM page at AWS.

1. Select the Policies option on the navigation panel and click the Create policy button.
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2. On the Create policy page, select the JSON tab and replace the existing contents with the following JSON document.

{ "Version": "2012-10-17",
“Statement™: [{ "Sid": "Stmt1508404837000",

"Effect”: "Allow",

"Action": [ "rds:DescribeDBInstances”,
“cloudwatch:GetMetricStatistics”,
“cloudwatch:ListMetrics"],
“Resource™: ["*"] },

{ "Sid": "Stmt1508410723001",

“Effect’

“Action™: [ "logs:DescribelLogStreams”,

"logs:GetLogEvents”,
"logs:FilterLogEvents" ],
"Resource”: [ "arn:aws:logs:*:*:log-group:RDSOSMetrics:*" ]}

3. Click Review policy and set a name to your policy, such as AmazonRDSforPMvPolicy . Then, click the Create policy button.
@
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Creating an IAM user

Policies are attached to existing IAM users or groups. To create a new IAM user, select Users on the Identity and Access
Management page at AWS. Then click Add user and complete the following steps:
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1. On the Add user page, set the user name and select the Programmatic access option under Select AWS access type.
Set a custom password and then proceed to permissions by clicking the Permissions button.

2. On the Set permissions page, add the new user to one or more groups if necessary. Then, click Review.

3. On the Add user page, click Create user.

Creating an access key for an IAM user

To discover an Amazon RDS DB instance in PMM, you either need to use the access key and secret access key of an existing
IAM user or an IAM role. To create an access key for use with PMM, open the IAM console and click Users on the navigation
pane. Then, select your IAM user.

To create the access key, open the Security credentials tab and click the Create access key button. The system automatically
generates a new access key ID and a secret access key that you can provide on the PMM Add Instance dashboard to have
your Amazon RDS DB instances discovered.

In case, the PMM Server and Amazon RDS DB instance were created by using the same AWS account, you do not need create
the access key ID and secret access key manually. PMM retrieves this information automatically and attempts to discover
your Amazon RDS DB instances.

Attaching a policy to an IAM user

The last step before you are ready to create an Amazon RDS DB instance is to attach the policy with the required permissions
to the IAM user.

First, make sure that the Identity and Access Management page is open and open Users. Then, locate and open the IAM user
that you plan to use with Amazon RDS DB instances. Complete the following steps, to apply the policy:

1. On the Permissions tab, click the Add permissions button.

2. On the Add permissions page, click Attach existing 